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CHAPTER 1

General Introduction
AFFECT DYNAMICS

Positive as well as negative affective states are continuously present throughout our everyday lives. Most importantly, affective states are momentary experiences: they are dynamic and constantly subject to change. These changes can be associated with one another, with particular situations a person is exposed to, or with the way a person appraises these situations. These processes are inherently subjective and may differ between individuals. In sum, ‘affect dynamics’ thus refer to the subjective experience of affective states as they occur in the moment, as they change from one moment to the next, and as they change in response to particular situations or appraisals of these situations.

Understanding affect dynamics bears great importance as they have been proposed to constitute a basic mechanism of mental health (e.g., see Wichers, 2013). The current thesis aims to increase the understanding about selective affect dynamic processes that remain ill-understood so far. More specifically, the current thesis aims to (i) examine the interaction between positive and negative affect dynamics as they occur in the flow of daily life, (ii) determine the influence of genetic variation on positive affect dynamics in the flow of daily life, (iii) investigate the impact of daily social stressors on momentary affective states, and finally (iv) investigate whether and how the experience of momentary stress can be reduced through computerized trainings targeting one specific affect dynamic process. In order to gain a better understanding of affect dynamics for mental health, an overarching aim is to link each of these affect dynamics with symptoms of and risk factors for psychopathology, most prominently depression.

In this chapter I will introduce the aims of this thesis in more detail by differentiating between positive and negative affect dynamics. I will first explain how positive affect dynamics are related to mental wellbeing and how negative affect dynamics are associated with psychopathology. I will furthermore elaborate on the interaction of positive and negative affect dynamics and emphasize the influence of genes and stress on affect dynamics. Throughout the introduction I will highlight affect dynamic processes that are in need for further empirical investigation and describe how these will be addressed in the studies included in this thesis. As affect dynamics occur in the moment they are difficult to capture. I will therefore explicate two suitable methods to validly assess these momentary processes: experience sampling and experimental designs. I will conclude the introduction with an outline of the current thesis.

Affect dynamics and mental health

Positive affect dynamics and wellbeing

For a long time the experience of happiness or positive affect has been regarded as an end-state of favourable events and life-circumstances (Lyubomirksy, King, & Diener, 2005) signalling goal achievement (King, Hicks, Krull, & Del Gaiso, 2006). While intuitively quite reasonable, the view that positive affect solely indicates satisfactory progress in one’s life has been seriously challenged in the last decades. It has been shown that positive affect itself is not only associated with favourable life circumstances (e.g., see Berry & Hansen, 1996; Cohen & Pressman, 2006), but predicts successful outcomes in all areas of life as well, including social relationships, employment status, and physical health (Cohn, Fredrickson, Brown, Mikels, & Conway, 2009; King et al., 2006; Lyubomirksy et al., 2005). It may therefore not be surprising that the experience of positive affect has been called “the hallmark of [happiness]” (Lyubomirksy et al., 2005, p.840).

Positive affect is usually thought to be experienced at the micro-level, i.e., as a momentary fleeting state, while its effects on general wellbeing become apparent at the macro-level, i.e., as durable and stable outcomes. This reflects the two parts of hedonic wellbeing: the affective and the cognitive part. While the affective part encompasses affective states, the cognitive one includes evaluations about life satisfaction (Kuppens, Realo, & Diener, 2008; Nes, 2010; Shmotkin, 2005). Both components are distinct but strongly related (Diener, 1994). Barbara Frederickson’s ‘broaden-and-build theory’ of positive emotions offers an explanation for how these two parts may be connected. Momentary positive affect is thought to broaden our ‘thought-action-repertoire’ making our mind open to a variety of opportunities. This open-mindedness will cause us to build several enduring social, physical, and intellectual resources we can rely upon in times of stress (Fredrickson, 1998, 2001). Early evidence underpins this theory. For example, Cohn and colleagues showed that a prospective association of daily positive affect and general life satisfaction was partially mediated by building resilience (Cohn, Fredrickson, Brown, Mikels, & Conway, 2009; King et al., 2006; Lyubomirksy et al., 2005). Figure 1 depicts the ‘broaden-and-build theory’ along the axis of the micro – to macro-level of experience paralleling the theory on the dynamic nature of depression by Wichers (2013).
What does positive affect set into motion at the micro-level to build resources and enduring wellbeing? To fully grasp the working mechanisms of positive affect Garland has elegantly zoomed in to the processes of momentary positive affect in daily life (Garland et al., 2010). In line with the ‘broaden-and-build theory’ he proposes that the experience of positive affect broadens the momentary state of mind resulting in a widened focus and increased chances for encountering pleasant events, which then further increase positive affect (Garland et al., 2010) (Figure 2).

This self-perpetuating action of positive emotions becomes particularly relevant in the face of stress. When encountering one of the inevitable stressors of daily life, people will feel capable of effectively dealing with this stressor because their broadened mindset allows them to positively re-appraise the stressor which then results in increased positive affect and reduced stress-appraisal. Garland has called these processes the ‘upward spiral of positive emotions’ leading to more general flourishing and wellbeing (Garland et al., 2010; Garland, Gaylord, & Frederickson, 2011). In support for this, observational studies at the macro-level of wellbeing suggest that the system of wellbeing is able to sustain considerable homeostasis even when stress increases (Cummins, 2010; Tomyn & Cummins, 2011), presumably by keeping stress appraisals at a low level (Garland, Gaylord, & Park, 2009).

Negative affect dynamics and depression
However, once the stressors are becoming too strong or are experienced chronically, this homeostasis will be lost (Cummins, 2010) and individuals might enter a self-perpetuating ‘downward spiral of negative emotions’ (Garland et al., 2010). In this downward spiral stress appraisals result in negative emotions facilitating the detection of threat (i.e. sensitization to stress) and a narrowed focus preparing the individual for fight-flight responses further facilitating subsequent stress appraisals (Fredrickson, 2001; Garland et al., 2010).

Note. Garland elaborates on this upward spiral of positive emotions in the context of mindfulness. For the purpose of the current thesis we here only include ‘broadened state of mind’ to summarize the potential cascade of mental operations (i.e., decentering – state of mindfulness – broadening), because the current focus does not lie on mechanisms of mindfulness.
Figure 3. The downward spiral of negative emotions adapted from Garland et al (2010; 2011). The appraisal of stress is supposed to increase the experience of negative emotions, which cause a sensitization to threat. This results in a narrowed focus on stressors, which again increases the tendency to appraise stress.

In situations of acute threat negative emotions have a great survival value by enabling the organism to detect and encounter threat. However, when stressors are experienced as overwhelming or are experienced chronically, individuals might get caught in this downward spiral. It is easy to imagine then that wellbeing will decrement and mood-symptoms will occur. Indeed, the processes of the downward spiral have been found typical for depression (Cummins, 2010; Garland et al., 2010). Furthermore, the two main symptoms of depression include increased negative mood (fueling the downward spiral of negative emotions) and decreased ability to experience reward and positive affect in daily life (preventing entry into the upward spiral of positive emotions) (APA, 2000). It thus seems that individuals suffering from mood-symptoms are caught in the downward spiral and have little access to counteracting positive affect.

Interaction between positive and negative affect dynamics

The processes of the upward and downward spirals are incompatible at every single moment as “the affective system cannot simultaneously be both narrowed and broadened” (Garland et al., 2010, p. 855). In support for this, positive emotions are proposed to counteract downward spiral processes by reducing stress-appraisals (Garland et al., 2010). There is now emerging evidence that the experience of momentary positive affect indeed reduces downward spiral processes. For example, it has been demonstrated that the long-term effects of momentary positive affect include resilience against future depressive symptoms (Geschwind et al., 2010; Wichers et al., 2009). Research focusing on the micro-level processes has shown that momentary positive affect attenuates increases in negative affect in response to daily life stress-appraisals (Wichers et al., 2007a). Other research has shown that positive affect can linger immediate cardiovascular effects of negative affect (undoing hypothesis; Fredrickson & Levenson, 1998). However, one of the most fundamental questions about the interaction of positive and negative affect dynamics remained unaddressed so far. It is still unknown whether the interaction between positive and negative affect in the flow of daily life is associated with current and future psychopathology. Therefore, the current thesis aims to examine negative affect in response to changes in positive affect and vice versa and to investigate whether these processes are associated with symptoms of depression (Chapter 2).

Next to being influenced by one another, affective states are also supposed to be strongly influenced by appraisals. Appraisals include evaluations of the situation with respect to “own concerns, goals, and competencies” (Kuppens & Tong, 2010, p. 1139). The appraisal theory of affective experience claims that the experience of affective states is not so much contingent on outside stimuli per se but rather on the perceived implications of this outside stimuli for personal wellbeing. Thus, how a situation is appraised impacts on affective experience (e.g., see Roseman & Edvokas, 2004; Smith & Kirby, 2009). Figure 4 depicts the role of appraisal in affective experience.

Figure 4. Appraisal theory for affective experience (adapted from Kuppens & Tong, 2010).

The spiral processes emphasize the role of stress-appraisals which are (through a series of mental processes) reciprocally linked with both positive and negative affective experiences (Garland et al., 2010). However, the role of pleasant appraisals as a source of positive affect has received less attention. Based on the appraisal theory pleasant appraisals should relate to increases in positive affect, which has been demonstrated to be indeed the case (Geschwind et al., 2010; Wichers et al., 2009). Regarding positive and negative affect dynamics and their influences on one another, this leads to the question whether increases in positive affect in response to pleasant appraisals, called reward sensitivity, is a process independent of the increase in negative affect in response to unpleasant appraisals, called stress sensitivity (also see figure 3). This question is of great interest for the treatment of mood disorders. If stress sensitivity and reward sensitivity are two ends of one continuum (e.g., ‘sensitivity’) it might be sufficient to reduce stress sensitivity in order to escape the downward spiral of negative emotions and to stimulate the upward spiral of positive emotions. However, if stress sensitivity and reward sensitivity are different entities, this would suggest two separate targets for intervention (i.e., increasing reward sensitivity and decreasing
stress sensitivity). In order to address this issue, the current thesis aims to assess the association between stress sensitivity and reward sensitivity in the flow of daily life (Chapter 3).

Influences on affect dynamics

Various influential factors have been determined for mental health. Especially, genes and stress are consistently reported as being important risk factors for the development of psychopathology (e.g., Booij, Bouma, de Jonge, Ormel, & Oldehinkel, 2012; Cuellar & Johnson, 2009; Hammen, 2005; Peerbooms et al., 2011; Rao, 2010; Rietschel et al., 2010; Risch et al., 2009). One way of gaining a deeper understanding about the role of affect dynamic processes in mental health is to comprehend how these risk-factors impact on affect dynamics.

Genes

Individuals differ in their affective experience. According to the appraisal model of affective experience there are two different sources for these differences between individuals (Kuppens & Tong, 2010). First, individuals may differ in how they appraise the same situation, which concerns the situation – appraisal association (arrow ‘1’ in Figure 4). Second, individuals may differ in how the same appraisal is associated with momentary affective experience, which concerns the appraisal – affect association (arrow ‘2’ in Figure 4) (Kuppens & Tong, 2010). Genetic variation may cause individual differences in the situation-appraisal association as well as in the appraisal-affect association. For example, genetic variation may make some individuals more prone to appraise situations in a certain way or to show particularly pronounced affective reactions to certain appraisals than others. This would indicate that some individuals are – due to their genetic makeup – more likely to enter downward or upward spiral affective processes. Supporting that genetic variation is associated with negative affect dynamics, it has been shown that individual differences in the situation – negative appraisal link (arrow ‘1’ in Figure 4) is influenced by genetic variation which is partly shared with mood disorders (Eley et al., 2008; Fox & Standage, 2012; Lau & Eley, 2008; Lau, Rijsdijk, & Eley, 2006). It has also been demonstrated that the experience of momentary negative affect as it is (Jacobs et al., 2012), and in response to stress appraisals (i.e. stress sensitivity; arrow ‘2’ in Figure 4) (Jacobs, Rijsdijk, et al., 2005; Wichers et al., 2007b) is under the influence of genetic variation. It therefore seems that some individuals have a higher propensity of entering the downward spiral than others because they are genetically more vulnerable to experience stressful appraisals, negative affect, and stress sensitivity. While the cognitive component of wellbeing (i.e. evaluations about life satisfaction) has been shown to differ as a function of genetic variation (Nes, 2010; Nes, Czajkowski, & Tambs, 2010), the findings for positive affect dynamics such as positive affect and reward sensitivity are less conclusive. Positive affect as measured by asking individuals whether they felt several positive affective states within the past few weeks did not differ between individuals as a source of genetic variation (Baker, Cesa, Gatz, & Mellins, 1992). However, assessing affect retrospectively may result in a flawed picture of momentary affective experience as it partly taps into the concept of cognitive wellbeing (Diener, 1994) and may be subject to recall biases (Shiffman, Stone, & Hufford, 2008). Additionally, to date but one study suggests a role of one single genetic variant in momentary reward sensitivity (Wichers et al., 2008). This latter study is in urgent need of replication. Furthermore, the degree to which reward sensitivity is influenced by genetic variation and whether additional genetic variants play a role needs yet to be determined. The current thesis aims to address these gaps by studying the influence of genetic variation on prospectively assessed momentary positive affect and reward sensitivity (Chapter 3, Chapter 4).

Stress

Next to genes, the experience of stress is another important risk factor for the development of psychopathology (e.g., Booij et al., 2012; Cuellar & Johnson, 2009; Hammen, 2005; Rao, 2010). One conceptualization of stress is the affective reaction to a stressful situation (situation – affect association) (e.g., Cuellar & Johnson, 2009). Today, empirical research has shown that psychopathology is associated with aberrant affective reactivity to stressful situations (e.g., Strout, Salovey, & Epel, 2002; Williams, Cheing, & Choi, 2000). Particularly social stress has been identified as a potent stressor (Williams et al., 2000). The pure possibility of being evaluated has already been shown to be experienced as stressful (Dickerson & Kemeny, 2004). The odds for being exposed to social evaluation have recently reached a new dimension. Today social interactions occur increasingly in online social networks, particularly among adolescents (Donnerstein, 2012; Pempek, Yermolayeva, & Calvert, 2009), who experience increased vigilance to peer relationships (Sommerville, 2013) and are at increased risk for mood-disorders (Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993). Thus, chances for being evaluated by peers become virtually unlimited in a vulnerable period of life. It therefore bears great importance to understand the momentary affective reactions to peer-evaluations in online interactions among adolescents. In order to achieve this, tools enabling the assessment of sensitivity to online social evaluations are required. To this end the current thesis aims to validate a new computerized task mimicking online social interactions between adolescent peers as stressful (Chapter 5).
According to the appraisal model of affective experience, the affective reaction to a stressful situation can be split into a situation – appraisal (arrow ‘1’ in figure 4) and an appraisal – affect association (arrow ‘2’ in figure 4), both of which have been associated with psychopathology (Beck, 1970; Beck, Emery, & Greenberg, 1985; Koster, Fox, & MacLeod, 2009; MacLeod & Cohen, 1993; Myin-Germeys et al., 2003; Wichers et al., 2007b). In the current thesis I want to focus on the possibility of altering the situation – negative appraisal association as one way of reducing the level of experienced stress. It has long been recognized that mood-disorders are strongly associated with a tendency to appraise situations that are inherently neutral or ambiguous as stressful, which has been called a negative interpretation bias (Beck, 1970; Beck et al., 1985; Koster et al., 2009; MacLeod & Cohen, 1993). This aberrant processing of neutral or ambiguous situations is proposed to be a consequence of the threat-sensitization in the downward spiral (Garland et al., 2010) (also see figure 3). That is, the increased awareness for stressful stimuli expands to ambiguous stimuli, which are then automatically interpreted as stressful (Garland et al., 2010; Koster et al., 2009; MacLeod & Cohen, 1993) further facilitating downward affect dynamics. Being able to put a hold on such negative interpretation biases may therefore be a promising way of stopping downward spiral processes. Trainings have been developed to modify maladaptive interpretation biases, called cognitive bias modification for interpretation (CBM-I). It has been demonstrated that these trainings are effective in adult samples (e.g., see Mathews & Mackintosh, 2000). However, CBM-I’s effectiveness in younger samples and factors influencing CBM-I’s overall effectiveness across studies remain yet to be determined. The current thesis therefore aims at investigating whether CBM-Is are effective in adolescent samples and to what degree and how negative interpretations (i.e. appraisals) of external stimuli can most effectively be manipulated by CBM-I (Chapter 6, Chapter 7).

Methods to capture affect dynamics

One major challenge in validly investigating affect dynamics is a methodological one because the experience of momentary affect is fleeting, varying, and readily influenced by immediate environmental factors (e.g., see Csikszentmihalyi & Hunter, 2003). In order to measure momentary and varying affective states as they occur in the flow of daily life, the experience sampling method (ESM) is a perfectly suited option. In order to measure momentary affect and appraisals in response to controlled environmental factors, experimental designs are indicated. In the remainder of this section I will shortly describe both methods and relate them to the applicable research questions addressed in the current thesis.

Experience sampling

The experience sampling method (ESM) has been developed to validly capture the experience of momentary affect in the flow of daily life. ESM prompts individuals to simply state their momentary level of several affective states (e.g., happy, sad, interested, irritated) and circumstances (e.g., being alone or in company, being at work) at several unpredictable moments during a day for a couple of days (Csikszentmihalyi & Hunter, 2003; Nes, 2010). ESM has repeatedly been shown to be a valid and reliable assessment tool for momentary experiences (Delespaul, 1995; Jacobs, Nicolson, et al., 2005). Because of the high frequency with which this affect is prospectively measured this methodology is able to zoom in to the micro-level of experience and to unravel dynamic relations between appraisals of context and affect from one moment to the next.

The first part of the current thesis describes research exploring the interaction between the positive and negative affective dynamics and the role of genes in the experience of positive affect dynamics in the flow of daily life. This part will report on experience sampling studies. More specifically, the association between positive affect and negative affect and the association between reward sensitivity and stress sensitivity are investigated (Chapter 2, Chapter 3). Furthermore, genetic variation is examined as a source of individual differences in momentary positive affect and reward sensitivity by means of a behaviour genetic twin design (Chapter 3) and molecular genetic data (Chapter 4).

Experimental designs

While ESM enables the ecologically valid assessment of momentary affect and appraisals as they occur in the flow in daily life, it does not allow for investigating the association between outside stimuli and both appraisal and affect. This is because ESM always assesses the subjective appraisal of outside stimuli and cannot assess or control for these outside stimuli per se. In order to understand affect dynamics in relation to such stimuli, experimental designs are implicated. Experimental designs allow that the outside stimulus is controlled and that the effect of this very stimulus on both appraisals and affective states can be examined systematically.

The second part of the current thesis will focus on the role of stress in affect dynamics. This part will report on experimental studies addressing the affective reaction to online social evaluative stress as a risk factor for mood symptoms and the possibility of reducing the negative appraisal of ambiguous situations as an intervention tool for mood symptoms. More specifically, one study reports about the effects of a
controlled online social evaluation stressor on the momentary affective states in adolescents (Chapter 5). Furthermore one experimental study aiming at manipulating the interpretation of ambiguous situations in adolescents (Chapter 6) and one meta-analytic study on the effectiveness of such manipulation trainings in adults (Chapter 7) are reported.

Outline of the current thesis

Part I – Affect dynamics in daily life: interaction and genes

Chapter 2 examines the effects of changes in momentary positive affect on subsequent negative affect as well as the effects of changes in momentary negative affect on subsequent positive affect in the flow of daily life. More specifically, differences in these dynamics between healthy individuals and individuals suffering from depression as well as the predictive value of these affect dynamics for future mood-symptoms are investigated.

Chapter 3 investigates with a behavioural genetic twin design to what degree daily life positive affect and reward sensitivity are influenced by genes, shared, and unshared environmental factors, and explores whether daily life reward sensitivity and stress sensitivity are associated. To the extent these concepts are associated the source of this association is examined.

Chapter 4 investigates whether several candidate genetic variations involved in the brain’s reward circuitry play a role in daily life positive affect and reward sensitivity. This is investigated in a general population sample and a sample of individuals suffering from residual depressive symptoms.

Part II – Affect dynamics in response to controlled stressors: social evaluation and manipulation of appraisals

Chapter 5 describes the development and validation of a computerized social interaction paradigm mimicking daily life social interactions between peers in online social networks. Individuals introduced themselves with a short profile and video including information about their interests, hobbies, relationship status, and stance in life. They were also asked to evaluate five peers on their looks, congeniality, and intelligence. Participants were then exposed to manipulated slight negative social evaluation from their potential peers. It is assessed to what degree individuals believed in the tasks authenticity, and whether positive and negative affect, as well as self-esteem and hormonal stress-levels (cortisol) are affected. It is furthermore examined whether vulnerable groups, specifically females and individuals with current mood symptoms, show a particularly pronounced reaction.

Chapter 6 and 7 explore the possibility of training individuals to appraise their environments as less stressful. Chapter 6 reports on the first interpretation bias training paradigm for adolescents as both the importance for peer relationships (Sommerville, 2013) and the prevalence for mood-symptoms (Lewinsohn et al., 1993) are at a peak during this period of life. The effectiveness of this training paradigm in manipulating interpretation style (i.e., stress appraisal) on positive and negative affect is determined. Chapter 7 addresses the clinical potential of benign interpretation bias trainings in affecting stress appraisals, affect, and stress-reactivity and pin down the factors that increase these trainings’ effectiveness. To this end a meta-analysis combining all available experimental data on interpretation bias modification trainings is conducted. Several training factors that significantly increase trainings’ effectiveness are identified and the question of whether vulnerable groups can particularly benefit from these trainings is addressed.
References


The dynamic interplay between negative and positive emotions in daily life predicts response to treatment in depression: a momentary assessment study

Wichers, M.; Lothmann, C.; Simons, C.J.P.; Nicolson, N.A.; and Peeters, F.

1 Department of Psychiatry and Psychology, South Limburg Mental Health Research and Teaching Network, European Graduate School of Neurosciences (EURON), Maastricht University, The Netherlands
2 GGzE, Mental Health Care Institution, The Netherlands

British Journal of Clinical Psychology 2011, 51 (2), 206-222
Abstract

Objectives: Although treatment of depressive illness aims to restore the imbalance between an excess of negative affect (NA) and a shortage of positive affect (PA), no study has examined how NA and PA may influence each other in depression. This study examines how NA and PA dynamically influence each other in depression and how this may impact on treatment response.

Design: Depressed help-seeking individuals participated in the Experience Sampling Method (ESM), which enables visualisation of subtle dynamic alterations of momentary affective states over time. Thereafter participants received a combination of antidepressant treatment and psychotherapy, and were followed-up each month.

Methods: NA and PA were assessed during ESM at 10 random moments per day for six days. Depressive symptoms were assessed at baseline and at monthly intervals during treatment.

Results: Future response to treatment was associated with altered baseline NA-PA dynamics in individuals with previous depressive episodes. Their daily life boosts of PA were followed by a stronger suppression of NA over subsequent hours than in other depressed groups or controls.

Conclusions: Subtle individual differences in daily life emotional dynamics predict future treatment outcome in depression.

Depressive illness is characterized by sizeable and unexplained variability in treatment response (Fournier, et al., 2009; Kemp, Gordon, Rush, & Williams, 2008). Little is known about individual differences in emotional resilience that may promote recovery in the face of mental illness. Because depression is a complex behavioural phenotype, the processes underlying its development and course can be unravelled and understood only when studies are sensitive to the subtle and dynamic nature of these processes (Wichers, Geschwind, van Os, & Peeters, 2010). There is accumulating evidence that ongoing subtle differences in the way people deal with everyday life experiences may impact on both vulnerability and resilience with respect to future course of symptoms. Intensity and variability or instability in NA and PA (Kovacs, Rottenberg, & George, 2009; Olino, et al., 2010; Thompson, Berenbaum, & Bredemeier, 2010; Wichers, Peeters, et al., 2010) may provide information on risk for future depressive symptomatology. Also, subtle increases in negative affect (NA), in response to minor daily life stressors, reflect genetic vulnerability and predict future depression (Wichers, et al., 2009; Wichers, Myin-Germeys, et al., 2007), while the ability to generate higher levels of positive affect (PA) in response to minor daily life rewards may prevent future symptoms in the face of adversity (Geschwind, et al., 2010). These subtle dynamic changes in response to changing environments are relevant as these effects impact cumulatively on overall experience of NA or PA in daily life. Because of the frequent and repetitive nature of these experiences, small individual differences may nevertheless have a sizeable impact on the way the future course of symptoms unfolds.

Watson and Clark previously identified a two-factor structure underlying the experience of affective states. A factor analysis indicated that although PA and NA are moderately correlated (around -0.30) PA and NA in fact reflect separate dimensions of affect and do not represent opposite ends of a single continuum (Watson & Clark, 1997). A more recent study replicated the model with NA and PA as separate, but correlated, factors in a large representative population sample (Crawford & Henry, 2004). It has been suggested that PA and NA represent the subjective components of underlying biobehavioural systems regulating approach and withdrawal (Watson, Wiese, Vaidya, & Tellegen, 1999), and thus have different biological underpinnings and function. Clinical depression is characterised by a strong imbalance in emotional experience, with high levels of NA and low levels of PA (Watson, et al., 1999), compared to healthy individuals. Although an increasing number of studies suggest that NA and PA are closely linked to mechanisms of vulnerability and resilience (Trute, Benzies, Worthington, Reddon, & Moore, 2010; Tugade & Fredrickson, 2004; Wichers, Peeters, et al., 2010; Wichers, et al., 2009; Zautra, Affleck, Tennen, Reich, & Davis, 2005), very little is known about the way in which these emotions dynamically influence each other over time. Since alterations in PA and NA in major depressive disorder go hand in hand and since it is
known that sudden changes in NA will influence the course of PA to a degree, as well as the other way around, there is a need to study the dynamic relationship between NA and PA. Individual differences within the NA-PA dynamic interplay - such as stronger reductions in NA following boosts in PA, or the preservation of PA experience in the face of increased NA - may be especially relevant and predictive for the process of recovery. To date, studies examining response to treatment in depression have not had access to research designs that are able to shed light on the ongoing dynamic and subtle emotional processes and their associations with recovery. Moreover, to our knowledge, only one study (Finan, Zautra, & Davis, 2009) has prospectively examined the dynamic interplay between NA and PA over time. This was a study in fibromyalgia and osteoarthritis patients. Although prospective, measurements were performed only once daily (at the end of the day) and therefore were not sensitive to immediate subtle fluctuations in affect embedded in daily life NA-PA dynamics. The current study, therefore, examined prospectively the emotional dynamics between NA and PA in depressive illness, and how individual differences therein may predict response to treatment.

Momentary assessment technology, such as the Experience Sampling Method (ESM) (Csikszentmihalyi & Larson, 1987), allows for prospective, repeated sampling of experiences in the flow of daily life. Unlike cross-sectional questionnaire data, ESM enables the visualisation of subtle dynamic alterations in momentary affective states (Myin-Germeys, et al., 2009; Trull & Ebner-Priemer, 2009). In the current study, ESM was used to examine the course of PA before and following changes in NA and, vice versa, the course of NA before and following changes in PA, in relation to depression and recovery of depression over time. In a prospective comparison of future non-responders and future responders to treatment, as well as a reference group of healthy controls, it was hypothesized that more favourable emotional dynamics, i.e. an increased tendency to keep PA high and NA low in response to positive or negative affective changes, would be associated with a more favourable future course of depressive symptomatology.

Method

Subjects

Forty-seven consecutive participants diagnosed with Major Depressive Disorder (MDD) and meeting inclusion criteria were recruited among individuals seeking treatment at a university-affiliated outpatient treatment center in the city of Maastricht, The Netherlands. Inclusion criteria were (i) between 18-65 years, (ii) having 17-item Hamilton Depression Rating Scale (HDRS) scores of ≥18 (indicating moderate illness) and (iii) no antidepressant treatment at study entry. Thirty-nine healthy participants, frequency-matched to the patient sample on gender and age, were also recruited as reference group. For more details, see Peeters et al (Peeters, Nicolson, Berkhof, Delespaul, & deVries, 2003). The study was approved by the Medical Ethics Committee and written informed consent was obtained.

Study design

An observational longitudinal study was conducted. In the patient group, ESM and HDRS were administered at baseline; controls also underwent ESM. After baseline, patients immediately received a combination of treatment with an antidepressant and supportive psychotherapy (Peeters, Berkhof, Rottenberg, & Nicolson, 2010). In case of non-response, subsequent antidepressant medications were prescribed following national and international guidelines (APA, 2000). Patients were assessed with HDRS again in telephone interviews each month for six months following the start of treatment.

Experience Sampling Method

ESM is a structured diary technique to assess subjects’ experiences in their daily living environment (Csikszentmihalyi & Larson, 1987; Delespaul, 1995; DeVries, 1992; Myin-Germeys, et al., 2003; Peeters, et al., 2003). Subjects received a digital wristwatch and a set of ESM self-assessment forms collated in a booklet for each day. The wristwatch was programmed to emit a signal (“beep”) at an unpredictable moment in each of ten 90-minute time blocks between 7:30 and 22:30, on six consecutive days. After each beep, subjects were asked to fill out the ESM self-assessment forms to record current mood state, context (activity, persons present, and location) and appraisals of the current situation. All self-assessments were rated on 7-point Likert scales. Trained research assistants with ample experience in momentary assessment technology explained the ESM procedure to the participants during an initial briefing session and a practice form was completed to confirm that subjects were able to understand the 7-point Likert scale. Subjects could call a telephone number in case they had questions or problems during the ESM sampling period. Subjects were instructed to complete their reports immediately after the beep, thus minimizing memory distortion, and to record the time at which they completed the form. Previous research has shown that measures of individuals with less than 30% completed reports are less reliable (Delespaul, 1995) and that reports become less reliable when the retrospective window becomes to large (Delespaul, 1995). Therefore, the criterion for inclusion of data in the analyses was a completion of more than 30% of the ESM reports within 25 minutes after the programmed time of the beep (Peeters, et al., 2003). In a previous
study Jacobs and colleagues verified, using an electronic monitoring device of which participants were unaware, that 81% of the ESM reports completed were adherent to the protocol and that inclusion of non-adherent reports did not distort the data (Jacobs, et al., 2005; Peeters, et al., 2003).

**Measurements**

Momentary affect was assessed with a range of mood adjectives using ESM (see previous paragraph for a description of this procedure) and were rated on 7-point Likert scales. The choice for particular ESM mood adjectives was guided in part by the PANAS questionnaire (Watson, Clark, & Tellegen, 1988) and in part by the results of previous ESM studies (revealing items with high loadings on NA and PA latent factors and substantial within-person variability). Since we hypothesized that NA and PA are separate but correlated latent factors (Crawford & Henry, 2004) we used principal component analysis with oblique rotation. This resulted in two factors (with eigenvalues of 8.5 and 1.9, respectively) explaining 69% of the variance. In order to check whether this structure extrapolated also to the within-subject level, a second factor analysis on within-subject z-scores was performed, which confirmed the existence of a similar factor structure. The ESM mood adjectives ‘cheerful’, ‘satisfied’, ‘enthusiastic’, ‘strong’ and ‘happy’ loaded on the PA factor while ‘gloomy’, ‘tense’, ‘insecure’, ‘lonely’, ‘irritated’, ‘anxious’, ‘guilty’, ‘hurried’, ‘tired’ and ‘edgy’ loaded on the NA factor. Reliability estimates (as indicated by the within-person correlations calculated from the variance components of a null multilevel model) for the NA and PA scales were 0.74 and 0.82, respectively.

The HDRS is a clinical rating scale for the assessment of the severity of depressive symptoms. This study used the HDRS-17 in which 17 items contribute to the total depression score (Hamilton, 1960). Response to treatment was defined as a 50% reduction in HDRS scores (Kim, et al., 2006). Response was assessed at week 8, the timing conform to other work on response to treatment (Brent, et al., 2008; Choi, Kang, Lim, Oh, & Lee, 2006; Papakostas, et al., 2007). Furthermore, a variable was created representing the amount of residual depressive symptomatology over the six-month follow-up.

**Analyses**

Since ESM measurements of negative and positive affect were available for six days with a maximum of 10 measurements per day per person with on average 90 minutes in between, the data were ideally suited to explore the dynamic within-subject temporal associations between the two emotional states. To this end, a prospective analysis was carried out of (i) how negative emotions changed in response to within-subject increases or decreases in positive emotions in daily life, and (ii) how positive emotions changed in response to increases or decreases in negative emotions. Within-subject increase in NA or PA was defined as reporting higher levels of negative or positive emotions, respectively, compared to the beep before. Likewise, within-subject decrease in NA or PA was defined as reporting lower levels of negative or positive emotions, respectively, compared to the beep before. Thus, four types of NA-PA dynamics were examined: (i) NA following increase in PA, (ii) NA following decrease in PA, (iii) PA following increase in NA and (iv) PA following decrease in NA. Below, the procedure of analysis is explained for the NA-PA dynamics as described under (i) above; the other three types were examined in the same way. Thus, for the examination of NA fluctuations following increase in PA, all the beep moments with the maximum within-subject increase in PA of the day were selected. Only the moments of the maximum increase of the day were selected in order to prevent overlap between periods examined for subsequent affective changes in NA. Figure 1 shows an example of the selection of moments with the daily maximum increases in PA. Using this method, each subject accumulated, over the course of the 6-day ESM period, 6 beep moments (1 for each day) defined as the daily moment of maximum increase in PA. For these 6 beep moments of largest daily increase in PA, the course of NA was examined starting from one beep before to five beeps following the moment of maximum increase in PA (in the same day). For the purpose of analysis, a variable ‘time’ was created relating to the time period from beep moment -1 to beep moment +5, with the beep moment ‘minus one’ (the beep before the observed increase in PA) as reference category. The same procedure was followed for the other three types of NA-PA dynamics.

**Figure 1.** Example of selection of ‘maximum increase in PA’ moments on two out of the six days that were available for subject i. The selected moments were used in the analysis to examine pre and post PA increase changes in NA. Similar selections were performed for the other three types of NA-PA dynamics.
STATA 11.0 (StataCorp., 2009) was used to conduct multilevel random regression analyses, in which observations were clustered within individuals. PA or NA was regressed on the interactions between group (healthy controls, future treatment non-responders and future treatment responders) x time for the four types of NA-PA dynamics, with time modelled as a continuous variable. Since there is evidence that experience of previous episodes of depression may affect treatment response (Lekman, et al., 2008; Portella, et al., 2009), separate groups were constructed for (non-)responders with a first episode of depression and those with a recurrent episode. These groups hereafter will be referred to as ‘first-episode group’ and ‘recurrent-episode group’. In addition to the group x time interaction based on the outcome of future dichotomous response status, interaction with time was also examined for the outcome of future continuous level of depressive symptoms over the 6 months following start of treatment (follow-up level of depression x time interaction). Significant interactions were followed up with analyses using time as a dummy variable to examine at what specific time points groups significantly differed from each other. The mathematical coupling issue that arises – i.e., that it is not possible to control for unequal levels of NA and PA at the moment before the affective change in a non-randomized setting – was resolved by adding the random effect of time in the regression model and by centring the time variable as described by Blance and colleagues (Blance, Tu, & Gilthorpe, 2005). The statistical model is given below. In this model ‘time’ represents, for example, the distance in time from the moment of the maximum daily increase in PA, and ‘status’ represents responder group status or average level of follow-up HDRS scores. At the beep level the i-th affect score of subject j is modelled as follows: \[ \text{Affect}_{ij} = \beta_0 + \beta_1 \text{status}_{1j} + \beta_2 \text{status}_{2j} + \beta_3 \text{status}_{3j} + \beta_4 \text{time}_{ij} + \beta_5 \text{status}_{1j} \text{time}_{ij} + \beta_6 \text{group status}_{2j} \text{time}_{ij} + \beta_7 \text{group status}_{3j} \text{time}_{ij} + \zeta_{ij} \text{time}_{ij} + \epsilon_{ij}. \] Here \( \zeta_{ij} \) represents the subject’s deviation from the overall mean (random intercept) and \( \epsilon_{ij} \) represents the subject’s deviation from the overall slope of time (random slope), indicating that affect change over time was allowed to vary randomly between subjects. Note that group status is a dummy variable with status0 as the reference category and time is modeled as a continuous variable.

**Results**

Compliance was generally good. Only one depressed patient was excluded because of insufficient valid ESM reports within the defined time window. The final sample consisted of 46 patients (20 men and 26 women) and 39 control subjects (16 men and 23 women). Average age in years was 40 (SD=11) and 44 (SD=12) for patients and controls, respectively. Three patients had missing data for response to treatment at week 8. Twenty-five patients had a first-episode depression, of which 12 were classified as responders to treatment. Eighteen patients suffered a recurrent episode of which 9 patients were classified as responder. Additional demographic information can be found in Peeters et al. (Peeters, Berkhof, Delespaul, Rottenberg, & Nicolson, 2006). Gender did not significantly differ between responder groups (\( \chi^2(4)=0.89, p=0.927 \)). The first-episode responders were significantly younger than the other patient groups and control group (\( B=9.7, p=0.011 \)). Participants had an average of 50.7 valid responses (85%) (Peeters, et al., 2003). At the level of ESM momentary assessments the overall correlation between NA and PA was \(-0.27\); stratified at the level of responders and non-responders the correlations were \(-0.33 \) and \(-0.28\), respectively. At the level of the individual NA and PA averaged per subject, these correlations were \(-0.25\), \(-0.37\) and \(-0.27\), respectively. Figure 2 shows the HDRS scores per responder group over the six month follow-up period. Baseline pre-treatment HDRS scores did not differ significantly (\( F=0.62, df=2, p=0.54 \)) between the responder groups. The recurrent-episode participants who at follow-up were non-responders had the lowest baseline HDRS score (23.1) and the first-episode participants who at follow-up were responders the highest (25.0). Depressed patients showed significantly higher baseline average NA (\( F=22.1, df=3, p<0.001 \)) and lower PA (\( F=69.2, df=3, p<0.001 \)) than healthy controls; baseline NA and PA did not significantly differ between the different types of responders (responders/non-responders with either a first or a recurrent episode; NA: \( F=0.19, df=2, p=0.83 \); PA: \( F=0.70, df=2, p=0.50 \). Table 1a shows the mean baseline HDRS, NA and PA levels and the average daily maximum of emotional change (↑PA, ↓NA, ↑NA, ↓NA) corresponding to the four types of baseline NA-PA dynamics, stratified by follow-up responder groups. Table 1b shows the same information, but now stratified by the level of post-treatment follow-up residual depressive symptoms (table 1b). These descriptive results show that the first-episode future responders and controls exhibited similar average increases in PA for the selected moments of maximum daily increase in PA, whereas the other groups showed lower daily maximum increases in PA (see table 1a for indications of statistical significance). In addition, the recurrent-episode future responder group was the only group showing significantly lower average maximum decreases in PA compared to healthy controls and compared to the first-episode future responders. While striking differences in emotional patterns were evident for the recurrent-episode and first-episode responder groups, recurrent-episode and first-episode non-responder groups showed very similar averages for all indicators of affect (see table 1a). In order to maximize statistical power, both non-responders were therefore merged together for the remainder of the analyses. The group with high levels of average residual symptoms over 6 months showed a tendency for lower average of maximum change in NA, but higher average absolute levels of NA compared to the groups with low and middle levels of residual symptoms.
Chapter 2

Emotional dynamics and future treatment response

The number of subsequent measurement occasions -starting from the defined moment of maximum daily change in affect- will decrease when maximum daily changes occur nearer the end of the day. Table 2 shows information on the amount of data included in the analyses separately for each measurement occasion.

![Figure 2. HDRS scores over time from baseline to 6 months following the start of treatment. The black lines represent non-responder groups; the grey lines represent the responder groups; the solid lines represent first episode patients and the dotted lines represent patients of whom this episode is not the first one.]

<table>
<thead>
<tr>
<th>HDRS</th>
<th>Average PA</th>
<th>Average NA</th>
<th>Max PA increase</th>
<th>Max PA decrease</th>
<th>Max NA increase</th>
<th>Max NA decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controls</td>
<td>-0.78</td>
<td>-0.59</td>
<td>0.56</td>
<td>0.50</td>
<td>0.41</td>
<td>0.43</td>
</tr>
<tr>
<td>Low post-baseline 6-month HDRS</td>
<td>23.3</td>
<td>-0.67*</td>
<td>0.54*</td>
<td>0.48</td>
<td>0.42</td>
<td>0.74*</td>
</tr>
<tr>
<td>Middle post-baseline 6-month HDRS</td>
<td>23.6</td>
<td>-0.81*</td>
<td>0.45*</td>
<td>0.47</td>
<td>0.46</td>
<td>0.88*</td>
</tr>
<tr>
<td>High post-baseline 6-month HDRS</td>
<td>24.9</td>
<td>-0.81*</td>
<td>0.81*</td>
<td>0.43</td>
<td>0.43</td>
<td>0.60*</td>
</tr>
</tbody>
</table>

*sign difference with control group with p<0.05
Ψ sign difference with high HDRS group with p<0.05
Φ sign difference with control group with p<0.1
Π sign difference with high HDRS group with p<0.1

Table 2 shows the percentages of data included in the analyses per measurement occasion from one beep before to five beeps following the moment of maximal daily change in affect. For example, 8.7% of the data on NA in relation to the maximal daily increase in PA stemmed from moments five beeps following this increase.

<table>
<thead>
<tr>
<th>Max PA increase in %</th>
<th>Max PA decrease in %</th>
<th>Max NA increase in %</th>
<th>Max NA decrease in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>One beep before*</td>
<td>20.4</td>
<td>21.5</td>
<td>23.1</td>
</tr>
<tr>
<td>Moment of maximal change</td>
<td>20.4</td>
<td>21.5</td>
<td>23.1</td>
</tr>
<tr>
<td>One beep later</td>
<td>15.5</td>
<td>15.9</td>
<td>15.4</td>
</tr>
<tr>
<td>Two beeps later</td>
<td>13.8</td>
<td>14.0</td>
<td>13.1</td>
</tr>
<tr>
<td>Three beeps later</td>
<td>11.4</td>
<td>10.7</td>
<td>10.8</td>
</tr>
<tr>
<td>Four beeps later</td>
<td>9.9</td>
<td>9.1</td>
<td>8.7</td>
</tr>
<tr>
<td>Five beeps later</td>
<td>8.7</td>
<td>7.2</td>
<td>5.8</td>
</tr>
<tr>
<td>Total %</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

*Percentages at the first (one beep before) and second (moment of maximal change) row are equal because all occasions that have data on affect at that first time point have also data at the second moment. For subsequent moments less data is available: the further in time from the moment of change in affect, the closer to the end of the day where data is no longer collected.

NA-PA dynamics and response to treatment

Significant time x group interactions were found with recurrent-episode future responders showing significantly different baseline NA-PA dynamic patterns following increase in PA, compared to the other patient groups. In the recurrent-episode future responder group, daily maximum PA increase resulted in significantly lower levels of subsequent NA over the next few hours than in future non-responders (interaction: $B=-0.046, p=0.045$) and first-episode responders (interaction: $B=-0.067, p=0.009$; see
Furthermore, recurrent-episode future responders also showed greater reductions in subsequent NA levels over the few hours following daily maximum PA increase compared to healthy controls (interaction: $B$=−0.063, $p$=0.003). Figure 3a shows that at the exact moment of PA increase, NA was reduced equally strongly in future non-responders and recurrent-episode future responders. However, in the hours following the maximum daily PA increase, both groups displayed different trajectories of negative emotions over time, the difference between groups becoming significant two beeps (3 hours) following the initial increase in PA ($B$=−0.41, $p$=0.030).

There were no significant differences between the future response status groups for any of the three other types of NA-PA dynamics.

**Table 3a.** Results of the interaction analyses of time (in beep distance from the moment of the affective change) x responder groups. Significant interaction effects are reported in bold.

<table>
<thead>
<tr>
<th>NA-PA dynamics</th>
<th>group</th>
<th>Effect size (SE) of interaction group x time</th>
<th>p-value</th>
<th>Effect size (SE) of interaction group x time</th>
<th>p-value</th>
<th>Effect size (SE) of interaction group x time</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA following PA increase</td>
<td>Controls</td>
<td>0.016 (0.015)</td>
<td>0.267</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders first episode</td>
<td>0.020 (0.021)</td>
<td>0.319</td>
<td>0.004 (0.019)</td>
<td>0.822</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders &gt;1 episode</td>
<td>-0.046 (0.023)</td>
<td>0.045*</td>
<td>-0.063 (0.021)</td>
<td>0.003*</td>
<td>-0.067 (0.026)</td>
<td>0.009*</td>
</tr>
<tr>
<td>NA following PA decrease</td>
<td>Controls</td>
<td>0.006 (0.016)</td>
<td>0.724</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders first episode</td>
<td>-0.002 (0.021)</td>
<td>0.907</td>
<td>-0.008 (0.019)</td>
<td>0.676</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders &gt;1 episode</td>
<td>-0.012 (0.025)</td>
<td>0.207</td>
<td>-0.037 (0.023)</td>
<td>0.112</td>
<td>-0.029 (0.027)</td>
<td>0.287</td>
</tr>
<tr>
<td>PA following NA increase</td>
<td>Controls</td>
<td>0.007 (0.013)</td>
<td>0.601</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders first episode</td>
<td>0.013 (0.017)</td>
<td>0.442</td>
<td>0.007 (0.015)</td>
<td>0.665</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders &gt;1 episode</td>
<td>0.017 (0.019)</td>
<td>0.373</td>
<td>0.010 (0.017)</td>
<td>0.553</td>
<td>0.004 (0.021)</td>
<td>0.864</td>
</tr>
<tr>
<td>PA following NA decrease</td>
<td>Controls</td>
<td>0.015 (0.013)</td>
<td>0.239</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders first episode</td>
<td>0.006 (0.018)</td>
<td>0.733</td>
<td>-0.009 (0.016)</td>
<td>0.593</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Responders &gt;1 episode</td>
<td>0.021 (0.019)</td>
<td>0.282</td>
<td>0.006 (0.016)</td>
<td>0.740</td>
<td>0.015 (0.022)</td>
<td>0.504</td>
</tr>
</tbody>
</table>

**Baseline NA-PA dynamics and follow-up HDRS depressive symptomatology**

For the effect of PA increase on subsequent NA levels a significant cross-level interaction was apparent between time (in beep distance from the PA increase) and 6-month follow-up average HDRS scores ($B$=0.005, $p$=0.007). The analysis was rerun comparing tertile groups of HDRS scores (high, intermediate, and low) and controls. The group with the highest continuous level of depressive symptomatology over the 6 months following start of treatment had a significantly smaller drop in NA following increases in PA than the group with the lowest levels of future symptoms (interaction: $B$=0.065, $p$=0.002) and the group with intermediate levels of future symptoms (interaction: $B$=0.056, $p$=0.007; see table 3b and figure 3b). Compared to the group with the lowest average levels of symptoms over the 6-month period following start of treatment, the group with the highest levels started to deviate significantly in their reduction of NA three beeps following the increase in PA ($B$=0.26, $p$=0.05). Four beeps later the difference remained significant ($B$=0.46, $p$=0.002) and five beeps later the effect size remained large ($B$=0.31, $p$=0.06). Compared to the group with intermediate levels of symptoms, similar differences were found (three beeps following increase in PA: $B$=0.31, $p$=0.02, four beeps later: $B$=0.44, $p$=0.002). While both in the lowest level ($B$=−0.045, $p$=0.007) and intermediate level ($B$=−0.036, $p$=0.022) groups NA was reduced significantly stronger than in healthy controls, this was not the case for the group with the highest level of future depressive symptomatology ($B$=0.020, $p$=0.262; see table 3b). No significant differences between the groups, including the control group, were found for any other type of NA-PA dynamic associations over time.
Table 3b. Results of the interaction analyses of time (in beep distance from the moment of the affective change) x post-baseline HDRS level groups. Significant interaction effects are reported in bold.

<table>
<thead>
<tr>
<th>NA-PA dynamics group</th>
<th>Effect size (SE) of interaction group x time (in beep distance)</th>
<th>p-value</th>
<th>Effect size (SE) of interaction group x time (in beep distance)</th>
<th>p-value</th>
<th>Effect size (SE) of interaction group x time (in beep distance)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA following PA increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>0.045 (0.017)</td>
<td>0.007*</td>
<td>0.007 (0.016)</td>
<td>0.022*</td>
<td>0.009 (0.020)</td>
<td>0.638</td>
</tr>
<tr>
<td>Medium post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>0.009 (0.020)</td>
<td>0.638</td>
<td>-0.036 (0.016)</td>
<td>-0.361</td>
<td>0.065 (0.022)</td>
<td>0.002*</td>
</tr>
<tr>
<td>High post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>controls</td>
<td>0.030 (0.018)</td>
<td>0.106</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Medium post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>0.014 (0.021)</td>
<td>0.526</td>
<td>-0.016 (0.017)</td>
<td>-0.167</td>
<td>0.034 (0.023)</td>
<td>0.141</td>
</tr>
<tr>
<td>High post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>-0.009 (0.014)</td>
<td>0.520</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Medium post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>-0.005 (0.017)</td>
<td>0.776</td>
<td>0.004 (0.014)</td>
<td>0.044</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>High post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>-0.018 (0.019)</td>
<td>0.603</td>
<td>-0.001 (0.016)</td>
<td>-0.015</td>
<td>0.045 (0.023)</td>
<td>0.091</td>
</tr>
<tr>
<td>PA following NA decrease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>0.013 (0.015)</td>
<td>0.391</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Medium post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>-0.001 (0.018)</td>
<td>0.971</td>
<td>-0.014 (0.014)</td>
<td>-0.141</td>
<td>0.016 (0.019)</td>
<td>0.394</td>
</tr>
<tr>
<td>High post-baseline 6-month HDRS score group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td>0.016 (0.019)</td>
<td>0.394</td>
<td>0.003 (0.016)</td>
<td>0.343</td>
<td>0.016 (0.019)</td>
<td>0.394</td>
</tr>
</tbody>
</table>

Figure 3b depicts NA fluctuations following increase in PA, stratified by levels of residual depressive symptomatology with NA levels one beep before the PA increase as reference category. Beeps are approximately 90 minutes apart from each other. * Significant differences between the groups with high and low level of residual symptoms.

Discussion

As far as we are aware, this is the first study in depressed patients examining prospectively the dynamic association between baseline NA and PA in relation to future treatment outcome. Furthermore, NA-PA dynamics were examined using fine-grained moment-to-moment assessments over the day. Results showed that a more favourable future course of depression was associated with stronger reductions of NA following increase in PA over the course of the day. This result is consistent with previous studies reporting that positive experiences (here: moments of increase in PA) – more than absence of negative experiences- are associated with a favourable future course of illness (Geschwind, et al. 2011; Olino, et al., 2010; Wichers, et al., 2009). Responders to treatment with a history of depressive episodes, but not first-episode responders, benefitted more from the natural rewards of daily life in terms of their effect on lowering subsequent levels of NA. Although the initial reduction of NA at the moment of increase in PA was similar for both groups, a few hours later the future responder group still benefited from the positive emotional change, while the future non-responders had already lost most of the impact of the natural reward encountered. The delayed effect suggests that cognitive processes may be involved in the differentiation between the two groups. One possibility is that negative cognitive schemas in non-responders interfere with the transfer of positive emotions from one moment to the next. Another possibility is that future responders with a history of
depressive episodes have learnt to amplify the effect of their positive emotions in order
to compensate their emotional imbalance. This possibility will be further discussed
below. The two possible mechanisms imply different strategies to boost recovery,
which stresses the urgency to examine these processes in more depth.

The same type of NA-PA dynamics, that is, NA reductions following increases in PA, was
associated with a more favourable long-term course of depressive symptomatology
(HDRS) measured following start of treatment. People who continued to experience
high levels of depressive symptoms during the six-month period following baseline
were people in whom PA increases resulted in significantly less reduction of NA than
in people belonging to the two other patient groups (intermediate and low residual
symptoms). The significant differences found in comparison with control subjects
regarding the reduction of NA following increase in PA may be due to a floor effect
in healthy controls, who are already at the bottom end of the NA distribution. The
only study, to our knowledge, that has examined the dynamic association between NA
and PA over time (Finan, et al., 2009) found a similar lower reduction of subsequent
NA (average daily level) following previous PA experience (average level previous
day) in fibromyalgia patients compared to osteoarthritis patients. This finding may be
related to the increased levels of depressive symptoms found in fibromyalgia patients
compared to other patient groups with somatic disorders (Thieme, Turk, & Fior, 2004).

Absence of defective NA-PA dynamics

Although most depression responder groups showed a defective ability to generate
boosts of PA, it is interesting to note that the dynamic associations between NA and
PA over time did not seem to be defective in depressed patients. Depressed patients
seemed to be similar to healthy controls in their emotional responses following both
increases and decreases in NA and decreases in PA experienced in daily life. Whether
the increased reduction of NA following increase in PA in recurrent-episode future
responders is indicative of any particular strength of these patients or defective
emotion regulation in the other patients remains undetermined. The superior ability,
compared to healthy controls, in the recurrent-episode future responder group and
the intermediate and low depressive symptom level groups, likely reflects the absence
of negative emotions to suppress in the control group. Since we do not know how
well controls would be able to suppress high levels of NA, there is no way to establish
whether some patient groups have defective NA-PA dynamics or not. However, since (i)
the recurrent-episode future responder group showed signs of a defect in the ability to
generate PA at baseline that were not observed in the first-episode future responder
group, (ii) the first-episode future responders were similar to healthy controls in their
ability to generate PA and (iii) the first-episode future responder group did not show
the enhanced ability to suppress NA with previously acquired PA, the superior ability
of the recurrent-episode future responders may more likely reflect a compensatory
mechanism to improve the NA-PA imbalance rather than a specific defect in the other
patient groups.

Two types of responders

The finding that the first-episode responders did not benefit more from daily life
natural rewards than the non-responder groups suggests an apparent contradiction.
However, combining the findings from both the descriptive results on NA and PA
separately (table 1) with the multilevel analyses regarding the dynamic association
between NA and PA may clarify the processes underlying these findings. While the
other three patient groups, when their six maximum increases were averaged, clearly
showed smaller sized increases in PA compared to healthy controls, the first-episode
responder group, surprisingly, showed maximum PA increases that were equal to
those observed in the control subjects. First-episode responders thus appear to have a
“healthy” tendency to experience boosts of PA in daily life while the other depressed
patient groups seem to display alterations in the tendency to experience PA boosts.
However, the first-episode responders also experienced levels of NA that were higher
than those observed for any other group, while the recurrent-episode responders
displayed the lowest NA levels. The hypothesis that depression arises due to an
imbalance between negative and positive emotions indicates that both too much NA
as well as too little PA may cause depression (Wichers, Jacobs, Derom, Thiery, & Van
Os, 2007). According to the current findings, the emotional imbalance in first-episode
responders may be shifted towards strongly increased levels of NA, overwhelming
the levels of positive emotions, resulting in clinical depression. Since in first-episode
responders the system to generate PA still remains intact, the depression may be
hypothesized to resolve as soon as increased levels of NA drop, allowing the healthy
system of generating PA to kick in and compensate for any remaining levels of NA with
newly acquired positive emotions. The recurrent-episode future responder group,
however, was similar to both non-responder groups in terms of definitive generation
of strong boosts of PA. Nevertheless, the results in table 1a show that the recurrent-
episode future responder group exhibited lower average decreases in PA compared
to both controls and first-episode responders, which suggests that in this group, positive
emotions were not lost as easily as in the other groups. Furthermore, the analyses
showed that the recurrent-episode responder group profited more from the acquired
PA, as evidenced by more effective post-PA reduction of negative emotions over the
course of the day. Therefore, although a defect in the ability to generate PA may have
triggered their depressive episode, the recurrent-episode future responder group also appears to be able to compensate for that defect, unlike the non-responder groups, through the enhanced effect of acquired PA to reduce subsequent NA. In contrast, the first-episode future responders had no need to compensate because their ability to generate PA was not defective in the first place.

The above mechanisms remain speculative and should be regarded with caution until replicated by new studies on NA-PA dynamics in depression in relation to future treatment response.

**Clinical implications**

HDRS score did not differ between patient groups and thus did not have predictive value regarding future outcome. In contrast, the subtle daily life patterns of negative and positive emotions and their dynamic associations may be much more informative. Knowledge of these dynamic emotional characteristics may help attending therapists to get insight into the psychopathology of a particular patient, thus improving decision making with regard to treatment choice. To this end, a new electronic device with touch screen has been developed ("PsyMate") in order to conduct automatic experience sampling without the need for pencil and paper and research assistance, opening the possibility for routine monitoring of daily life contexts and emotions in treatment settings (Wichers, et al. 2011). The device automatically stores all data collected by the patient and comes with prefabricated routines to generate relevant output. This procedure will allow therapists to have easy access to the daily life emotional patterns of their patients. In addition to assessment of psychopathology, the data output of the PsyMate device may also help to give patients insight into their emotional patterns and to reshape their daily life routines in a way that will be optimal for their level of positive emotions. Since the current results and previous literature (Nutt, et al., 2007) shows that many depressed patients are likely defective in their ability to generate PA, there is a clinical need to help patients compensate, by facilitating strategies to build contexts and situations that are conducive to the experience of high levels of positive emotions.

**Limitations**

Because in ESM affective states are followed over the day for as long as seven consecutive beeps, affective states may be confounded by a circadian rhythm of affect. However, when analyses were conducted with time of the day as an additional confounder or an additional interaction term (daytime x time), results remained similar. A second limitation of the current study is the small patient sample size, stratified by responder status and level of future depressive symptomatology. Low power to perform between-group analyses may have caused type II error, given that relatively large effect sizes yielded small or non-significant effects. Also, the number of subsequent measurement occasions was lower when maximum daily changes occurred nearer the end of the day, which results in somewhat reduced power to examine differences between groups in the more persistent effects of up to 5 beeps following the maximum affect change. Therefore, we may have missed some relevant differences between the groups. Future research is necessary to replicate the current findings and shed more light on the subtle dynamic characteristics of emotions in relation to treatment response.
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Abstract

Momentary positive affect (PA) and reward experience may underlie subjective wellbeing, and index mental health resilience. This study examines their underlying sources of variation and the covariation with stress-sensitivity.

The experience sampling method was used to collect multiple appraisals of mood and daily life events in 520 female twins. Structural equation model fitting was employed to determine sources of variation of PA, reward experience, and the association between reward experience and stress-sensitivity.

PA was best explained by shared and non-shared environmental factors, and reward experience by non-shared environmental factors only, although the evidence was also suggestive of a small genetic contribution. Reward experience and stress-sensitivity showed no association.

PA was not heritable. Most - if not all - variance of reward experience was explained by environmental influences. Stress-sensitivity, indexing depression vulnerability, and reward experience were non-overlapping, suggesting that resilience traits are independent from stress-sensitivity levels in a general population sample.

Keywords positive affect; reward; psychological resilience; experience sampling method; twin study

People scoring high on subjective wellbeing (SWB) have better immune systems, higher incomes, happier marriages and a better mental health (Lyubomirksy, King, & Diener, 2005; Lyubomirksy, Sheldon, & Schkade, 2005). In short: they are more successful in life. Although SWB appears to be moderately determined by genes (Bartels & Boomsma, 2009; Lyubomirksy, Sheldon, et al., 2005; Nes, Czajkowski, & Tambs, 2010), it is unlikely that people are born with a certain level of SWB. Instead, SWB may be the product of various developmental mechanisms. According to Fredrickson’s broaden-and-build theory and early supporting evidence, it is momentary positive affect (hereafter: PA) that causes people to build up personal, intellectual, physical, and social resources that – in the long run – serve as the person’s support system, allowing them to generate SWB (Cohn, Fredrickson, Brown, Mikels, & Conway, 2009; Fredrickson, 2001). To further understand the determinants and mechanisms underlying SWB it is important to investigate to what degree momentary PA is genetically and/or environmentally influenced. To achieve this, momentary PA needs to be assessed with an ecologically valid assessment tool, which is able to “detect variations in emotional states over time” (p. 186, Csikszentmihalyi & Hunter, 2003). The experience sampling method (ESM) is best suited for this task because it prompts individuals to state their feelings at various unpredictable moments over an extended period of time (Csikszentmihalyi & Hunter, 2003; Nes, 2010). An important advantage of ESM is that subjects are assessed prospectively and repeatedly for momentary emotions and events, thus reducing distortion by recall biases and noise. Furthermore, traits involving person-context interplay can be measured by prospectively assessing affective responses to minor daily life situations, because ESM enables repeated assessment of the immediate environment. It has been suggested that momentary happiness is more easily influenced by proximal environmental factors (Csikszentmihalyi & Hunter, 2003) than overall SWB. The tendency to experience PA in the context of positive environmental stimuli has been called ‘reward experience’. That is, the more a person is able to translate the pleasantness of events into daily life PA, the more reward experience he or she has. Reward experience has particularly been linked to wellbeing and is usually assessed behaviorally or with neuroimaging techniques. Reward experience as assessed in these studies appears to be genetically influenced (Blum, et al., 2010; Bogdan & Pizzagalli, 2009; Dreher, Kohn, Kolachana, Weinberger, & Berman, 2009; Forbes, Shaw, & Dahl, 2007; Haas, et al., 2009; Schmack, et al., 2008; Watson, Ghodasra, & Platt, 2009; Yacubian, et al., 2007). Furthermore, reward experience appears to make people resilient against depression liability (Forbes, 2009). This seems particularly true for daily life momentary reward experience. Although most studies on reward experience lack the ecological validity that is required to draw conclusions about the phenomenological experience of reward (Forbes, 2009), recent studies employing ESM showed that daily
life reward experience predicts positive future response to treatment in individuals diagnosed with depression (Wichers, Barge-Schaapveld, et al., 2009; Wichers, et al., 2010), positive emotional outcome in individuals exposed to environmental risks for depression (Geschwind, et al., 2010), and is significantly influenced by the COMTVal158Met polymorphism, a genetic mutation with functional impact on dopamine signaling (Wichers, Kenis, et al., 2008). Daily life reward experience therefore appears to be a genetically influenced resilience phenotype; however, this finding awaits further exploration as it is not yet clear to what degree genes and environment influence this phenotype.

Although reward experience is a potential resilience phenotype protecting against depression (Forbes, 2009), reduced reward experience has also been shown to characterize depression directly (APA, 2000; Caldú & Dreher, 2007; Forbes, et al., 2007; Gotlib, et al., 2010; Henrique & Davidson, 2000; Henriques, Glowacki, & Davidson, 1994). Conversely, stress-sensitivity (i.e. tendency to experience negative affect (NA) in response to negative environmental stimuli) is a well-accepted risk factor for depression (Mezulis, Funasaki, Charbonneau, & Hyde, 2010; Morris, Ciesla, & Garber, 2010; Siegrist, 2008). More specifically, daily life stress-sensitivity index genetic liability to depression and predicts the transition to a clinical depression outcome (Jacobs, et al., 2006; Wichers, Geschwind, et al., 2009; Wichers, et al., 2007b). It is well known that more prolonged stress-exposure reduces the ability to experience reward in animals and humans (Berenbaum & Connelly, 1993; Pizzagalli, Bogdan, Ratner, & Jahn, 2007; Willner, 2005). While it is important to investigate how accumulative momentary stress can influence subsequent reward responses, it is also relevant to understand how the general abilities to experience PA and NA in response to positive, respective negative, environmental stimuli relate to each other directly under normal circumstances in the general population. This will shed more light on the potential of reward experience in preventing mood disturbances. The most parsimonious relationship between reward experience and stress-sensitivity is one where the two simply represent two ends of a single phenotype of emotional reactivity to environmental influences. The question therefore rises to what degree reward experience reflects a resilience factor that is entirely independent of stress-sensitivity or rather reflects one extreme of a single continuum with reward experience and stress-sensitivity at opposite ends. If the latter were true, we would expect reward experience to be significantly associated with stress-sensitivity because then the one would simply be a slightly different expression of the other. There is preliminary evidence that this is the case (Bogdan & Pizzagalli, 2009). However, the study by Bogdan and Pizzagalli was based on a small sample, retrospective stress and behavioral reward assessments. It is therefore still unclear how these two dynamic phenotypes relate to each other during everyday life in the general population.

To the best of our knowledge, the genetic and environmental influences on the variation of daily life positive affect, reward experience, and the association between reward experience and stress-sensitivity have not been examined yet. The current study aimed to address the following open questions with an ecologically valid assessment tool (ESM) and a genetically informative twin design: (1) Is momentary positive affect heritable?, (2) To what degree is momentary reward experience heritable?, and finally (3) Are daily life reward experience and stress-sensitivity associated and if so, what is the source of their association?

Methods
Subjects
Five-hundred and twenty female twins who took part in a longitudinal general population twin survey (East Flanders Prospective Twin Survey, EFPTS) participated in the current study, including 158 MZ and 102 DZ twin pairs. The EFPTS has been recording multiple births from 1964 (Derom, et al., 2006). Zygosity was determined from several analyses based on sex, fetal membranes, blood groups and DNA fingerprints. Approval from the local Ethics committee was obtained. The sample was exclusively female because of well known sex differences in aetiology and expression of mood disorders (Fanous, Gardner, Prescott, Cancro, & Kendler, 2002). The response rate was 29.1%. After nature and procedure of the study was fully explained to participants, they gave written informed consent before study-onset. Two subjects with outlying values on the reward-variable [-75 (10.17SDs from the mean) and -135 (13.47SDs from the mean) with an overall mean of 111 (SD=18.26)] were excluded from analyses to increase data normality. Demographics, means of phenotypes, and p-values of the comparisons between MZ and DZ twins are listed in table 1.
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The experience sampling method (ESM) is a structured diary technique to assess subjects in their daily living environment, and has been exhaustively validated for the use of assessing the immediate effects of daily life events on mood (Csikszentmihalyi & Larson, 1987; Delespaul, 1995; Jacobs, et al., 2005). Subjects received a digital wristwatch and a set of ESM self-assessment forms collated in a booklet for each day. The wristwatch was programmed to emit a signal ('beep') at an unpredictable moment during an initial briefing session and a practice form was completed to confirm that subjects were able to understand the scales. Subjects could call a telephone number if they had questions or problems during the ESM sampling period. Compliance, thus assessed, was high (>90%) (Jacobs, et al., 2005).

Positive affect (PA) was created by aggregating responses on the items ‘cheerful’, ‘content’, ‘energetic’, and ‘enthusiastic’ per beep and person to one factor PA (Cronbach’s alpha=.86 over participant mean). Items were weighted according to their individual factor loadings.

Reward experience was defined as the degree to which PA increased in response to event pleasantness. For example, if a person reported more PA after a very pleasant event than after a pleasant event, this person showed more reward experience than a person reporting the same level of PA after both events. Reward experience was thus conceptualized by regressing PA on the pleasantness of all pleasant events for each individual with at least three reported pleasant events. Consistent with previous work, only events with a rating from 0 (neutral) to -3 (very pleasant) were considered because it is highly unlikely that people generate PA from unpleasant events and a PA-decrease in response to unpleasant events does not fit the concept of reward experience (Geschwind, et al., 2010; Wichers, Schrijvers, et al., 2009). The event-variable was recoded (0-neutral to 3-very pleasant); higher values indicating higher event pleasantness. For example, if a person reported more PA after a pleasant event than after a pleasant event, this person showed a higher level of reward experience.

Likewise, stress-sensitivity was defined as the degree to which negative affect (NA) increased in response to event unpleasantness. NA was regressed on unpleasant events for each individual with at least three reported negative events. NA was created by aggregating the items ‘insecure’, ‘lonely’, ‘anxious’, ‘irritated’, ‘low’, ‘guilty, and ‘suspicious’ per beep and person to one factor NA (Cronbach’s alpha=.76 over the

Table 1. Demographics and phenotypes per zygositiy.

<table>
<thead>
<tr>
<th></th>
<th>MZ (N=316)</th>
<th>DZ (N=204)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>98</td>
<td>78</td>
<td>0.06</td>
</tr>
<tr>
<td>Divorced</td>
<td>6</td>
<td>4</td>
<td>0.06</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fulltime</td>
<td>115</td>
<td>81</td>
<td>0.32</td>
</tr>
<tr>
<td>Parttime</td>
<td>61</td>
<td>38</td>
<td>0.32</td>
</tr>
<tr>
<td>Looking for work</td>
<td>5</td>
<td>5</td>
<td>0.32</td>
</tr>
<tr>
<td>Level of education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>193</td>
<td>131</td>
<td>0.27</td>
</tr>
<tr>
<td>Secondary education</td>
<td>116</td>
<td>65</td>
<td>0.36</td>
</tr>
<tr>
<td>Age</td>
<td>26.79 (7.34)</td>
<td>27.85 (7.67)</td>
<td>0.12</td>
</tr>
<tr>
<td>Phenotypes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td>3.54 (0.68)</td>
<td>3.54 (0.73)</td>
<td>0.99</td>
</tr>
<tr>
<td>Reward experience</td>
<td>111.07 (18.15)</td>
<td>109.44 (18.34)</td>
<td>0.33</td>
</tr>
<tr>
<td>Stress-sensitivity</td>
<td>103.32 (6.03)</td>
<td>102.99 (5.67)</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Note. MZ = monozygotic twins, DZ = dizygotic twins. All variables for marital status, employment status and level of education are given in counts. The variables for phenotypes and age are given in means and standard deviations in brackets. The p-value concerns the difference between monozygotic and dizygotic twins for each of the variables.
Each item was weighted according to its factor loading. All events with a rating from 0 (neutral) to 3 (very unpleasant) were considered. The slope of the regression was considered to be stress-sensitivity, a steeper slope indicating a higher level of stress-sensitivity.

**Analyses**

**Correlations**

Cross-twin, within-trait correlations of PA, reward experience, and stress-sensitivity were calculated for monozygotic (MZ) and dizygotic twins (DZ) separately. Within-twin, cross-trait correlations between reward experience and stress-sensitivity estimated the overall association between both phenotypes. Cross-twin, cross-trait correlations allowed for an estimation of the genetic influence on the association between reward experience and stress-sensitivity. The correlation analyses were used to inform the structural equation model fitting.

**Structural equation model fitting**

Structural equation models were implemented with Mx (32) (Neale, Boker, Xie, & Maes, 2006) to specify the underlying sources of the phenotype-variations. For PA, reward experience, and stress-sensitivity separate univariate structural equation models were fitted to the data. Univariate structural equation models decompose the overall phenotypic variance into three different sources: additive genetic (A) (variation due to shared genes), shared environmental (C) (variation due to shared environment), and non-shared environmental (E) effects (variation due to individual-specific environmental influences and measurement error). The reward- and stress-variables were linearly transformed for convenience of interpretation and better model convergence. Several models were fitted to the data. The best fitting model was chosen based on fit and parsimony, which are both considered by the AIC-parameter; the smaller the AIC-parameter, the better the model fits. Nested models were compared with the difference in \( \chi^2 \) - and \( p \)-values. Additionally, results from the correlational analyses were employed to guide and support model choice. As stress-sensitivity was defined in a slightly different fashion compared to earlier studies in the same sample (see Jacobs, et al., 2006; Wichers, et al., 2007b) the model for stress-sensitivity was rerun to best inform the following bivariate analysis.

Depending on the outcome of the cross-twin cross-trait correlation and the univariate structural equation modeling, a bivariate structural equation model was planned to estimate the genetic and environmental influences on the covariance between reward experience and stress-sensitivity and the genetic and environmental correlations.

### Results

**Correlations**

Table 2 depicts cross-twin within-trait correlations for PA, reward experience and stress-sensitivity separately for MZ and DZ twins and their differences. The cross-twin cross-trait correlation for reward experience and stress-sensitivity was small (\( r=-0.05, \) ns), and did not differ significantly between MZ and DZ twins.

<table>
<thead>
<tr>
<th>Proband twin phenotypes</th>
<th>MZ</th>
<th>DZ</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>positive affect co-twin</td>
<td>0.37^a</td>
<td>0.34^a</td>
<td>0.79</td>
</tr>
<tr>
<td>reward experience co-twin</td>
<td>0.20^a</td>
<td>-0.10</td>
<td>0.02</td>
</tr>
<tr>
<td>stress-sensitivity co-twin</td>
<td>0.08</td>
<td>0.04</td>
<td>0.76</td>
</tr>
<tr>
<td>reward experience co-twin stress-sensitivity</td>
<td>0.06</td>
<td>-0.08</td>
<td>0.28</td>
</tr>
</tbody>
</table>

^a \( p < 0.001; \) ^b \( p < 0.05; \) MZ = monozygotic twins; DZ = dizygotic twins, \( p \)-values for the difference between MZ- and DZ-correlations were calculated with Fisher’s r-to-z transformation (\( z_r=1/2 \log((r+1)/(r-1)) \))

**Structural equation model fitting**

Table 3 depicts all univariate models with estimated parameters, degrees of freedom, fit-statistics (AIC), and \( p \)-values for the difference with the most saturated model.

The CE-model for PA had the best fit as indicated by the AIC-value and did not significantly differ in explanatory power from the full ACE-model but was significantly better than E-model (\( p<.001 \)). Thirty-four percent of the variance was explained by shared environmental influences.

The AE-model for reward experience showed the best AIC-value. However, when comparing the \( \chi^2 \)-values, this model was not significantly better than the more parsimonious E-model (\( p=.07 \)), which in turn did not fit worse than the full ACE-model.

Stress-sensitivity was best explained by the E-model. This model was not significantly worse than any of the other models (all \( p \)'s > 0.6).

The bivariate modeling was not executed because the cross-trait cross-twin correlation between reward experience and stress-sensitivity was weak and not significant.
indicating that the two phenotypes were practically independent from each other. Momentary reward experience and stress-sensitivity showed no significant correlation, response to negative daily life events, was influenced by non-shared environment only. Stress-sensitivity, i.e. negative affect (NA) in daily life events, were less consistent. Although the correlation was significantly larger influences. The current findings on reward experience, i.e. PA in response to positive and the best-fitting model only including shared and non-shared environmental environment only, indicated by almost equal correlations between MZ and DZ twins.

The overall level of momentary positive affect (PA) appeared to be determined by environment only, indicated by almost equal correlations between MZ and DZ twins and the best-fitting model only including shared and non-shared environmental influences. The current findings on reward experience, i.e. PA in response to positive daily life events, were less consistent. Although the correlation was significantly larger in MZ than DZ twins, indicating a genetic influence, the best-fitting model included non-shared environmental factors only. Stress-sensitivity, i.e. negative affect (NA) in response to negative daily life events, was influenced by non-shared environment only. Momentary reward experience and stress-sensitivity showed no significant correlation, indicating that the two phenotypes were practically independent from each other.

The major strength of the current study was the conceptualization of the phenotypes. Employing ESM guaranteed prospective data collection in people's natural living environment, reducing potential data distortion by retrospective report bias and increasing ecological validity. Furthermore, the assessment of dynamic phenotypes like stress-sensitivity and reward experience includes a certain level of noise. Because the current conceptualizations included repeated measurements per individual, noise in these phenotypes could be reduced to a potential minimum. To the best of our knowledge, this is the first study to carry out a behavioral genetic analysis on thus conceptualized daily life PA and reward experience.

Best-fitting E-models for reward experience and stress-sensitivity were not expected based on previous research (e.g. Blum, et al., 2010; Bogdan & Pizzagalli, 2009; Dreher, et al., 2009) and appear rather unique in family-based research. Previous behavioral genetic research was usually conducted on questionnaire-data, whereas ESM-data remain very rare, and to date has not been used for PA and reward experience. The uniqueness of the current findings might partly be due to the uniqueness of the method of assessment. Immediate emotions as assessed with ESM are likely more environmentally influenced than the more general perceptions of one's emotional states in the past or traits as assessed with questionnaires. To shed more light on this issue, it would be important to replicate and extend the current findings by employing questionnaire-, experimental-, and ESM assessments in the same sample. Additionally, assuming small (if any) genetic effects, possibly larger samples are needed to detect those in ESM-studies. We elaborate more on this latter issue below.

**Discussions**

The current study investigated whether and to what degree momentary positive affect, reward experience, stress-sensitivity, and the association between reward experience and stress-sensitivity were genetically and environmentally influenced in a general population twin sample.

**Findings**

The current conceptualizations included repeated measurements per individual, noise like stress-sensitivity and reward experience includes a certain level of noise. Because the current conceptualizations included repeated measurements per individual, noise in these phenotypes could be reduced to a potential minimum. To the best of our knowledge, this is the first study to carry out a behavioral genetic analysis on thus conceptualized daily life PA and reward experience.

**Sources of PA**

Although the AE-model for PA differed little from the CE-model, the smallest AIC-value of the latter as well as the almost equal and equally significant correlations between MZ and DZ twins strongly suggest that PA is uniquely environmentally influenced and not heritable. Earlier research has shown that momentary PA can act as an antidote to depression-risk (Wichers, et al., 2007a). Therefore, we cautiously suggest that momentary PA is a genetically independent resilience phenotype for depression.

According to the broaden-and-build theory, momentary PA builds resources that result in higher subjective wellbeing (SWB) and successes in several areas of life (Fredrickson, 2001; Lyubomirksy, King, et al., 2005; Lyubomirksy, Sheldon, et al., 2005). Earlier studies found that SWB, defined as overall happiness and satisfaction with life, is to a moderate degree genetically influenced (Bartels & Boomsma, 2009; Lyubomirksy, Sheldon, et al., 2005; Nes, et al., 2010). Assuming that the current results reflect a true

---

### Table 3. Univariate structural equation models for PA, reward experience, and stress-sensitivity.

<table>
<thead>
<tr>
<th>phenotype</th>
<th>model</th>
<th>-2LL</th>
<th>df</th>
<th>AIC</th>
<th>A</th>
<th>C</th>
<th>E</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>positive affect</td>
<td>ACE</td>
<td>1068.02</td>
<td>515</td>
<td>40.02</td>
<td>0.19 (0; 0.50)</td>
<td>0.20 (0; 0.43)</td>
<td>0.62 (0.49; 0.76)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AE</td>
<td>1069.15</td>
<td>515</td>
<td>39.15</td>
<td>0.41 (0.27; 0.52)</td>
<td>-</td>
<td>0.59 (0.48; 0.73)</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>CE</td>
<td>1068.78</td>
<td>515</td>
<td>38.78</td>
<td>0.34 (0.23; 0.44)</td>
<td>0.66 (0.56; 0.77)</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>1100.13</td>
<td>516</td>
<td>68.13</td>
<td>-</td>
<td>-</td>
<td>1 (1; 1)</td>
<td>0.00</td>
</tr>
<tr>
<td>reward experience</td>
<td>ACE</td>
<td>4249.68</td>
<td>488</td>
<td>3273.68</td>
<td>0.15 (0; 0.30)</td>
<td>0 (0; 0.19)</td>
<td>0.85 (0.69; 1)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AE</td>
<td>4249.68</td>
<td>489</td>
<td>3271.68</td>
<td>0.15 (0; 0.30)</td>
<td>-</td>
<td>0.85 (0.69; 1)</td>
<td>nc</td>
</tr>
<tr>
<td></td>
<td>CE</td>
<td>4251.38</td>
<td>489</td>
<td>3273.38</td>
<td>-</td>
<td>0.09 (0; 0.22)</td>
<td>0.91 (0.78; 1)</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>4252.93</td>
<td>490</td>
<td>3272.93</td>
<td>-</td>
<td>-</td>
<td>1 (1; 1)</td>
<td>0.20</td>
</tr>
<tr>
<td>stress-sensitivity</td>
<td>ACE</td>
<td>3644.70</td>
<td>417</td>
<td>2810.70</td>
<td>0.11 (0; 0.33)</td>
<td>0 (0; 0.25)</td>
<td>0.89 (0.67; 1)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AE</td>
<td>3644.70</td>
<td>418</td>
<td>2808.70</td>
<td>0.11 (0; 0.33)</td>
<td>-</td>
<td>0.89 (0.67; 1)</td>
<td>nc</td>
</tr>
<tr>
<td></td>
<td>CE</td>
<td>3644.70</td>
<td>418</td>
<td>2808.83</td>
<td>-</td>
<td>0.08 (0; 0.26)</td>
<td>0.92 (0.74; 1)</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>3645.55</td>
<td>419</td>
<td>2807.55</td>
<td>-</td>
<td>-</td>
<td>1 (1; 1)</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Best fitting models in bold. A = standardized additive genetic effects; C = standardized shared environmental effects; E = standardized individual-specific environmental effects; -2LL = minus twice the log likelihood of the raw data; df = degrees of freedom; AIC = Akaike’s Information Criterion; p = p-value of difference in χ²-value from most saturated model; nc = not calculable because difference in χ²-literally zero.
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One possible explanation is that momentary PA and SWB are truly unrelated. We consider this unlikely, because previous studies have demonstrated that the frequency of positive emotions (Kuppens, Realo, & Diener, 2008) and even the experience of retrospectively assessed daily PA (Cohn, et al., 2009) are in fact associated with resources (ego-resilience) and life satisfaction, a core concept of SWB. Moreover, although momentary PA is hypothesized to precede SWB, it is still a different phenotype. This is the first study to investigate the heritability of momentary PA with ESM. This is considerably different from the usual SWB measurement, which specifically requires people to report once and retrospectively on broad concepts like life satisfaction, reflecting a broad and general experience of wellbeing. It is therefore possible that one phenotype is genetically influenced while the other is not, particularly if the genetically influenced phenotype is more complex (SWB). Presumably, cognitive style is heritable (Zavos, Rijsdijk, Gregory, & Eley, 2010) and has considerable impact on how people generally view their lives (SWB) (Csikszentmihalyi & Hunter, 2003; Lyubomirksy, Sheldon, et al., 2005) and retrospectively interpret the experience of momentary PA (assessment of SWB). Possibly, momentary PA in combination with a genetically influenced cognitive style is associated with SWB. However, this is hypothetical and requires further investigation.

Sources of reward experience

The general experience of momentary PA should be contrasted with the ability to experience PA in response to small positive daily life events (reward experience). Reward experience may reflect a trait-like characteristic, i.e. a particular tendency to respond to positive situations. The current within-pair correlations indicate genetic influences whereas the structural equation models point to non-shared environmental influences only; although the most parsimonious model including genetic influences (AE) fitted the data evenly well as the full ACE-model and almost better than the E-model (p=.07). Admittedly, the power for an AE-model to fit significantly better than an E-model was low (.44). Assuming small genetic effects, this might explain the inconsistent results. Future research needs to show whether the same analyses in a larger sample will result in AE-model. We consider this likely, because previous behavioral and neuroimaging studies indicated moderate heritability of reward experience (e.g. Bogdan & Pizzagalli, 2009; Dreher, et al., 2009; Forbes, et al., 2007; Yacubian, et al., 2007). Importantly, one previous ESM-study indicated a dose-response influence of a particular functional polymorphism, COMF158Val158Met (a polymorphism influencing reward-related neurotransmitter signaling) on momentary reward experience (Wichers, Aguilera, et al., 2008). This result needs to be viewed with caution given the possibility of Type I error; however, a related neuroimaging study replicated this finding (Dreher, et al., 2009). Although we did not find clear evidence for a genetic influence in reward experience in the current sample, we consider it acceptable that future studies with preferably larger samples will be able to do so.

Momentary reward experience can counteract depression vulnerability (Geschwind, et al., 2010) and increases the likelihood of remission (Wichers, Barge-Schaapveld, et al., 2009). Irrespective of possible genetic influences on its variability, the current findings clearly indicate that this resilience phenotype is environmentally influenced. Increasing momentary reward experience may thus foster wellbeing in general and remission from and prevention of depression in particular. A recent study indeed demonstrated that remitted depressed patients could be trained to increase their momentary reward experience, which was associated with reduction in depressive symptoms (Geschwind, et al., 2011).

The possibility to increase momentary reward experience gains validity in the light of the current finding that momentary reward experience and stress-sensitivity were virtually unrelated in a general population sample implying that the two phenotypes are not mere opposite ends of a single dimension. Rather, this suggests that systems marking and supporting wellbeing and resilience operate independently from systems marking vulnerability to affective dysregulation. Thus, a vulnerable (stress-sensitive) person can still have resilience traits (reward experience) and might therefore be protected against severe mood symptoms. This makes sense from both an evolutionary and neurobiological perspective. First, it is important to react differentially to pleasant and unpleasant events in order to adapt to constantly changing environments. Furthermore, different hormonal mechanisms and circuits have been suggested to impact neurobiological systems associated with reward- and stress-reactions (Dedovic, Duchesne, Andrews, Engert, & Pruessner, 2009; Ikemoto, 2010; Krishnan & Nestler, 2010). This does not imply however, that the systems are generally unable to influence each other. It has repeatedly been shown that cumulative stress-exposure reduces the ability to experience reward (Berenbaum & Connelly, 1993; Pizzagalli, et al., 2007; Willner, 2005). Therefore overstimulation of the stress-system may cause a down-regulation of the reward-system. This association may be characteristic for mood disorders as likewise positive and negative affect are mostly unrelated in healthy individuals (Diener & Emmons, 1985), whereas they are negatively correlated in individuals suffering from depression (Viechtbauer, unpublished communication). Possibly, the balance of the two systems becomes disturbed in depressive states. The current findings merely demonstrate that in a general population sample, the tendency...
to experience NA in response to negative events is independent from the tendency to experience PA in response to positive events. Future research needs to investigate under which circumstances the two systems become associated.

**Methodological considerations**

The current findings need to be viewed in the light of some methodological considerations. First, ESM presents with a potential source for measurement error in the form of the subjects’ compliance with the sampling time. A too large discrepancy between the beep and the actual report can make ESM-measurements unreliable (Delespaul, 1995). As it was demonstrated in a subgroup of the current sample that compliance to the timing was high (Jacobs, et al., 2005) and as a general procedure (Delespaul, 1995), all records filled in too late (> 15min after beep) were excluded, we suggest that this source of measurement error was at its potential minimum.

Second, the unknown time-lag between the most important event and the measurement of emotions may have resulted in an underestimation of reward experience and stress-sensitivity. At each beep, participants were asked to indicate the (un)pleasantness of the most important event between the current and the previous beep. If the event was more remote in time, the influence on current emotions might have been smaller. Furthermore, if the most important event was unpleasant, other positive but less important events might have been missed, introducing some noise to the measurement. This was not true for PA, as immediate PA was assessed at each single beep, so PA included less noise than the dynamic phenotypes. This may account for the clearer results from correlational and univariate model fitting-analyses for PA. Therefore, future studies may consider explicitly assessing positive (respectively negative) events at each moment and approximate time-lags to overcome these potential problems.

Third, unlike previous studies (Jacobs, et al., 2006; Wichers, et al., 2007b), the current study did not employ all events (from -3(very pleasant) to 3(very unpleasant)) to define stress-sensitivity, but unpleasant events only. This ensured that a possible association between reward experience and stress-sensitivity was not artificially increased by including the same events in both phenotypes. An increase in NA from very pleasant to neutral (-3 – 0) events may reflect a decrease in NA in response to pleasant events, occasioning a strong correlation with reward experience. Furthermore, laboratory stress tasks also consider stress as a negative emotional reaction to unpleasant events (e.g. Kirschbaum, Pirke, & Hellhammer, 1993).

Fourth, it needs to be acknowledged that a number of models could not well be distinguished from alternative ones, likely due to the rather small sample size for structural equation model fitting, reducing the power to detect small effects. For example, the power to distinguish the AE-model from the E-model for reward experience was not higher than 0.44. Although we argue that the current results point into particular directions, without a doubt do these results need replications in other and larger samples before they can be viewed as conclusive.

Fifth, the current study employed event-related reward because it was considered to be a good proxy for natural reward experiences and behavioral and neuroimaging assessments, where individuals are prompted with pleasant stimuli (e.g. Blum, et al., 2010; Bogdan & Pizzagalli, 2009; Schmack, et al., 2008). However, momentary activity- and company-related reward experiences may at least be equally important (Geschwind, et al., 2011). If and to what degree these different concepts relate equally well to wellbeing and mental health remains to be explored.

Finally, the current general population sample was female only with above average educational level. The findings may therefore not generalize to clinical or male samples, or samples with (below) average educational level.

Besides these methodological issues, the current findings suggest that daily life reward experience and positive emotions can thrive in all individuals irrespective of their level of stress-sensitivity and genetic variation. Future research needs to further investigate the associations between momentary positive affect, reward experience, stress-sensitivity, and SWB to elucidate in more detail the factors driving risk and resilience in wellbeing and mental health.
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Chapter 4

Genetics of daily-life reward

Reward experience, defined as a positive emotional response to pleasant stimuli, has lately received much attention in the area of psychopathology. Depression is alarmingly common worldwide (WHO, 2013) and one of its core symptoms constitutes the inability to experience reward, or anhedonia (APA, 2000). Additionally, a deficit in reward experience has repeatedly been linked to addiction problems (Kraschewski et al., 2009; Shabalina et al., 2009; Wang et al., 2004). Conversely, it has recently been proposed that reward can also foster resilience against depression (Forbes, 2009; Geschwind et al., 2010; Lambert, 2006). Therefore, understanding the mechanisms of reward experience will help understanding development and prevention of mood disorders.

One way of elucidating such mechanisms is by investigating the role of genes in reward experience (Rutter, Moffitt, & Caspi, 2006). Reward experiences have been found to be reliant on dopamine action in the brain. The mesocorticolimbic dopamine system, originating in the ventral tegmental area in the midbrain and projecting to subcortical regions (striatum) (mesolimbic pathway) and prefrontal, cingulate and perirhinal areas (mesocortical pathway), has been associated with emotion-based behavior including goal-directed motivation like reward (Arias-Carrión, Stamelou, Murillo-Rodíguez, Menéndez-Gonzáles, & Pöppel, 2010). This dopaminergic reward circuitry also innervates the opioid system (Chen et al., 2009). Opioids have strong addictive properties (van Ree, Gerrits, & Vanderschuren, 1999) and directly influence the ‘liking’ of particular stimuli (e.g., drugs) (Berrdige & Robinson, 1998; Berridge, Robinson, & Aldbridge, 2009). However, opioids also stimulate the mesolimbic dopamine system (Dilts & Kalivas, 1989; van Ree et al., 1999; Wise & Rompre, 1989). Therefore, opioids are of particular interest in reward research as they can act both directly and indirectly (by influencing dopamine) on the experience of reward. Genetic variations influencing dopamine and opioid regulation may therefore be hypothesized to account for individual differences in reward experience.

To date, research on genetic influences on reward-functioning is scarce. Recent pioneering work has started to address this gap. In a behavioral genetic study, Bogdan and Pizzagalli (2009) were able to illustrate that reward experience as assessed with an experimental learning task showed latent genetic involvement. It needs to be noted though that this study consisted of a small sample (n=35 twin pairs). Other studies focused on the role of mainly two genetic variations (the Catechol-O-Methyltransferase (COMT) Val158Met coding gene and the dopamine transporter (DAT1 or SLC6A3) gene) in brain activity in response to experimental reward tasks (e.g., Camara et al., 2010; Dreher, Kohn, Kolachana, Weinberger, & Berman, 2009; Haas et al., 2009; Hahn et al.,
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Background Reward experience plays an important role in mood disorders. A limited number of studies suggest a weak influence of particularly two single nucleotide polymorphisms (SNPs) involved in the brain’s reward circuits on experimental reward. It remains open whether and how these findings translate to real-world reward when multiple potential reward SNPs are considered.

Objective To investigate the role of multiple genetic dopamine and opioid variations in real-world reward experience in two samples differing in level of mood alterations: a general population sample and a sample with residual depressive symptoms.

Methods 435 individuals from the general population and 126 individuals with residual depressive symptoms provided material for genotyping and participated in > 5 days of experience sampling assessing pleasant events and positive affect up to ten times a day.

Results After correction for multiple testing, no influence of genes was found in the general population sample. However, one variation (OPRM1 rs1799971) reached significance in the sample with residual depressive symptoms. Individuals with two A-alleles showed significantly more positive affect in the context of pleasant events than individuals with at least one G-allele.

Conclusions The overall evidence for genetic influences on daily life reward experience was weak. The effect of the OPRM1 rs1799971 SNP may be enhanced in individuals with residual depressive symptoms. Individuals with depressive symptoms, compared to individuals from the general population, may be less capable to compensate genetic risk for deficits in reward experience.
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Reward experience, defined as a positive emotional response to pleasant stimuli, has lately received much attention in the area of psychopathology. Depression is alarmingly common worldwide (WHO, 2013) and one of its core symptoms constitutes the inability to experience reward, or anhedonia (APA, 2000). Additionally, a deficit in reward experience has repeatedly been linked to addiction problems (Kraschewski et al., 2009; Shabalina et al., 2009; Wang et al., 2004). Conversely, it has recently been proposed that reward can also foster resilience against depression (Forbes, 2009; Geschwind et al., 2010; Lambert, 2006). Therefore, understanding the mechanisms of reward experience will help understanding development and prevention of mood disorders.

One way of elucidating such mechanisms is by investigating the role of genes in reward experience (Rutter, Moffitt, & Caspi, 2006). Reward experiences have been found to be reliant on dopamine action in the brain. The mesocorticolimbic dopamine system, originating in the ventral tegmental area in the midbrain and projecting to subcortical regions (striatum) (mesolimbic pathway) and prefrontal, cingulate and perirhinal areas (mesocortical pathway), has been associated with emotion-based behavior including goal-directed motivation like reward (Arias-Carrión, Stamelou, Murillo-Rodíguez, Menéndez-Gonzáles, & Pöppel, 2010). This dopaminergic reward circuitry also innervates the opioid system (Chen et al., 2009). Opioids have strong addictive properties (van Ree, Gerrits, & Vanderschuren, 1999) and directly influence the ‘liking’ of particular stimuli (e.g., drugs) (Berrdige & Robinson, 1998; Berridge, Robinson, & Aldbridge, 2009). However, opioids also stimulate the mesolimbic dopamine system (Dilts & Kalivas, 1989; van Ree et al., 1999; Wise & Rompre, 1989). Therefore, opioids are of particular interest in reward research as they can act both directly and indirectly (by influencing dopamine) on the experience of reward. Genetic variations influencing dopamine and opioid regulation may therefore be hypothesized to account for individual differences in reward experience.

To date, research on genetic influences on reward-functioning is scarce. Recent pioneering work has started to address this gap. In a behavioral genetic study, Bogdan and Pizzagalli (2009) were able to illustrate that reward experience as assessed with an experimental learning task showed latent genetic involvement. It needs to be noted though that this study consisted of a small sample (n=35 twin pairs). Other studies focused on the role of mainly two genetic variations (the Catechol-O-Methyltransferase (COMT) Val158Met coding gene and the dopamine transporter (DAT1 or SLC6A3) gene) in brain activity in response to experimental reward tasks (e.g., Camara et al., 2010; Dreher, Kohn, Kolachana, Weinberger, & Berman, 2009; Haas et al., 2009; Hahn et al.,
In sum, most existing genetic studies on reward experience are of an experimental nature, all studies so far—both experimental and real-world studies—were limited to one or two genetic variants at the time, and combined they did not convincingly demonstrate robust genetic effects. The current study therefore aimed at expanding previous research by combining an ecologically valid real-world measure of reward experience with examination of the influence of multiple genetic variations associated with dopamine and opioid signaling in the brain. Since we sought to explore the genetic mechanisms of daily life reward experience, a system which is highly relevant to depression, we addressed the role of depressive psychopathology by including two different samples: a general population sample and a sample of individuals with depressive symptoms in the context of a recent episode of Major Depression (MDD).

Methods

Participants

Study participants were drawn from two independent samples. One general population sample and one sample of individuals with residual depressive symptoms. The general population sample consisted of 621 female twins from the East Flanders Population Twin Registry (Derom et al., 2013) (for more information about the sample, see Jacobs et al., 2006; Wichers, Aguilera, et al., 2008; Wichers, Kenis, Jacobs, Myin-Germeys, et al., 2008). The sample of individuals with residual depressive symptoms consisted of 130 participants (for more detailed information about this sample, see Geschwind et al., 2011).

Experience sampling method

The experience sampling method (ESM) is a structured diary technique to assess subjects in their daily living environment (Csikszentmihalyi & Larson, 1987; Delespaul, 1995; Jacobs et al., 2005). Individuals received a digital wristwatch that emitted a signal at ten unpredictable moments between 7:30am and 10:30pm for six (individuals with residual symptoms) or five (general population sample) consecutive days. After each signal, individuals were asked to fill in self-assessment forms about mood on 7-point Likert scales (1 = absolutely not true, 7 = very much true) and rate the pleasantness of the most important event since the last signal on a bipolar scale (-3 very pleasant, 0 neutral, 3 very unpleasant). (for more information, see Delespaul, 1995; Jacobs et al., 2005).
**Reward experience**

**Positive affect (PA)** was defined as the mean score over four available positive affect items (enthusiastic, relaxed, content, cheerful) per beep and person. These four items were selected because (1) they were available in both samples, (2) each has previously been shown to have sufficient within-person variation and load on a general PA-factor (Geschwind et al., 2010; Menne-Lothmann et al., 2012; Wichers, Kenis, Jacobs, Mengelers, et al., 2008; Wichers, Kenis, Jacobs, Myin-Germeys, et al., 2008), and (3) in the current sample the Cronbach’s alpha for these items was acceptable in both samples, $\alpha = .85$ for the general population sample and $\alpha = .87$ for the sample with residual depressive symptoms (based on within-person residuals).

**Event pleasantness** was assessed by asking individuals to appraise the most important event since the last ESM assessment on a bipolar scale (-3 very unpleasant, 0 neutral, 3 very pleasant). Only events rated neutral to very pleasant were included in the analysis, as it is counterintuitive to assume that PA reactivity to unpleasant events involves reward experience (Geschwind et al., 2010; Menne-Lothmann et al., 2012; Wichers, Aguilera, et al., 2008; Wichers et al., 2009).

**Reward experience** was defined conform previous studies (Geschwind et al., 2011; Geschwind et al., 2010; Menne-Lothmann et al., 2012; Wichers, Aguilera, et al., 2008; Wichers et al., 2009) as the impact of event pleasantness appraisal on the level of positive affect (PA). Thus, if an individual reports more PA than another individual in the context of a similar rating for event pleasantness, this first individual shows a higher level of reward experience than the second.

**Genotyping and gene-selection**

For the twins from the general population, three sample types were available for genotyping: placental tissue, blood, and buccal cells. The buccal cells were collected with specifically designed sterile swabs (Omni Swabs; Whatman plc, Brentford, England). Genomic DNA was isolated using the QUIAamp DNA Mini Kit (Qiagen, Westburg, Leusden, the Netherlands) according to the appropriate protocol for each sample type (Jacobs et al., 2006).

For the sample of individuals with residual depressive symptoms, genomic DNA was collected in Oragene-DNA Self Collection Kits (DNA Genotek, Ottawa, Canada), and DNA was isolated using the AutoGenFlex DNA isolation system (Autgen, Hillison, MA, USA) according manufacturer’s instructions. Single Nucleotide Polymorphisms (SNPs) were determined by Sequenom (Hamburg, Germany) using the Sequenom MassARRAY iPLEX platform at the facilities of the manufacturer (Bakker et al., 2014).

In 2009, a selection of single nucleotide polymorphisms (SNP) was made based on the following criteria: (i) the SNP is directly (by acting on dopamine function) or indirectly (by acting on related neurotransmitter systems) involved in dopamine functioning in the brain, or (ii) the SNP has previously been associated with disorders characterized by reward deficiency or anhedonia (Azzato et al., 2009; Balciuniene, Emilson, Oreland, Pettersson, & Jazin, 2002; Krasczewski et al., 2009; Licinio et al., 2009; Nackley et al., 2009; Shabalina et al., 2009; Wang et al., 2004; Zhang et al., 2006; Zion et al., 2006).

Of the 38 SNPs that were selected on these grounds:

- 3 SNPs were excluded due to design failures, that is, these SNPs could not be included in any of the multiplex assays due to neighboring SNPs or overlapping sequences (BDNF rs56820186, BDNF rs11030103, DRD2 rs1799732) (also see Bakker et al., 2014);
- 3 SNPs were excluded due to genotyping failure, that is, these SNPs had a call rate <.90 (COMT rs2097603, COMT rs6267, DRD4 rs747302);
- 1 SNP was excluded because according to information from the Database of Single Nucleotide Polymorphisms (dbSNP; http://www.ncbi.nlm.nih.gov/SNP/) its variation was suspected to be a false positive due to artifacts of the presence of a paralogous sequence in the genome, or because evidence suggested sequencing error or computation artifacts to be a false positive (BDNF rs28722151) (also see Bakker et al., 2014);
- 1 SNP was excluded because of a software error in meaningfully determine the genotypes. The gene in question was located on the X-chromosome resulting in a total of five possible genotypes (A and G in men and AA, AG, and GG in women). The employed software was unable to analyze this (MAO-B rs1799836);
- 6 SNPs had to be excluded due to no or hardly any variation, that is, these SNPs either presented with only two genotypes in both samples and one of the remaining two genotypes was represented with < 10 in both samples (BDNF rs57083135, BDNF rs12273539, COMT rs769224, COMT rs740602, COMT rs8192488) or presented with only one genotype in the sample of individuals with residual depressive symptoms (COMT rs165599).

This resulted in the inclusion of 24 SNPs. All of these SNPs were in Hardy-Weinberg equilibrium as assessed with the GENHWI command in STATA 12; $p<.01$. 
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First, main effects were analyzed, that is, the association between event pleasantness and PA (testing the main effect of genetic variation on positive affect), and ii) the association between each of the 24 SNPs and PA (testing the main effect of genetic effects were analyzed separately for the two samples. The analyses were performed separately in each of the 24 SNPs. These analyses were performed separately in

For the genotypic effects we adopted a co-dominant model which does not assume independent inheritance, and can therefore not be regarded as independent predictors within one gene. We also allowed the slope of the association with PA to vary randomly at the subject level (level 2), taking into account that PA may increase differentially when the event pleasantness between individuals. For models with event pleasantness as predictor, we also allowed the slope of the association with PA to vary randomly at the subject level (level 2), accounting for overall differences in the outcome (PA or event pleasantness) between individuals. For models with genotypic effects, we adopted a co-dominant model which does not assume superior function of one allele over the other or a linear effect of number of alleles (Peerbooms et al., 2011). For this purpose all SNPs were coded in 0, 1, format (0 = most frequent homozygous genotype, 1 = heterozygous genotype, 2 = least frequent homozygous genotype) and entered as two dummy variables in the statistical models. Tests for SNPs were therefore based on χ²-tests with two degrees of freedom (for independent tests). To avoid overcorrection for multiple testing, the number of effective tests was estimated to be equal to 18 according to the methods by Li and Ji (2005) and Galway (2009). Correcting for 18 tests resulted in a critical alpha of .00277.

Table 1. Correlations between all tested SNPs

<table>
<thead>
<tr>
<th></th>
<th>BDNF</th>
<th>COMT</th>
<th>CHRM2</th>
<th>DRD2</th>
<th>DRD4</th>
<th>OPRM1</th>
<th>SLC6A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDNF</td>
<td>rs11030101</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs11030101</td>
<td></td>
<td>-127</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs6265</td>
<td></td>
<td></td>
<td>-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMT</td>
<td>rs6269</td>
<td></td>
<td></td>
<td></td>
<td>-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs4633</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-127</td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs4680</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-127</td>
</tr>
<tr>
<td></td>
<td>rs97865</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs8181</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHRM2</td>
<td>rs824024</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs206134</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs134650</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRD2</td>
<td>rs276</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs277</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs3944</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRD4</td>
<td>rs364</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs4671</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPRM1</td>
<td>rs589855</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs995191</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs995201</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs945199</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs690948</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs164899</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs63649</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLC6A3</td>
<td>rs6390</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs143247</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs6347</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
structure was set to be unstructured, allowing the random intercept and random slope to correlate. For the general population twin sample a random intercept was also added at the twin-level (level 3); adding a random slope at the twin level did not add to the proportion of accounted variance and was therefore not included.

Results

Participants

Of the 621 twins, 451 provided both genotyping material and ESM measures. Previous research has shown that ESM measures are only valid when they are answered within 10 minutes after the signal and can only be meaningfully analyzed if at least 30% of all reports per person are validly answered. Of the original 17,370 reports, 1,016 had to be removed because they were not answered within 10 minutes after the signal, and a total of 16 individuals had less than 30% valid reports. Of the remaining valid reports, 5,171 included reports over unpleasant events and could therefore not be included in the current analyses on reward experience. The final general population twin sample therefore consisted of 435 individuals who provided a total of 11,068 valid ESM reports; that is, each participant provided a mean of 25 reports over 5 days of sampling (Table 2).

Of the 130 participants with residual depressive symptoms, 126 provided genotyping material and ESM measures. Of the original 6,283 valid ESM reports, 239 had to be removed because they were not answered within 10 minutes after the signal. All participants had sufficient valid ESM reports. Of the remaining valid reports, 1,128 were not included in the current analyses on reward experience as they included reports on unpleasant events. The final sample of individuals with residual depressive symptoms therefore consisted of 126 individuals who provided a total of 4,916 valid ESM reports; that is, each participant provided a mean of 39 reports over 6 days of sampling (Table 2). Please note that these data were drawn from a larger study on the effects of mindfulness based stress-reduction and consisted only of the baseline ESM-assessment (for more detail please see Geschwind et al., 2011).

Main effects

In both samples, event pleasantness was significantly associated with momentary experienced PA (general population: $\beta = .17$, $p < .001$; patients with residual depression: $\beta = .34$, $p < .001$). The more pleasant the event was rated the more PA was experienced.

Three individual SNPs were associated with momentary PA in the general population sample (COMT rs6269, rs4818, OPRM1 rs4954912) and two in the sample of individuals with residual depressive symptoms (DRD4 rs1800955, SCL3A6 rs6350) when a critical alpha of .05 was employed. However, when correcting for multiple testing with the effective number of tests (alpha = .00277), none of these remained significant.
In the general population sample, no SNP was associated with event pleasantness. Two SNPs showed associations with event pleasantness in the sample of individuals with residual depressed symptoms (OPRM1 rs609148, rs648893) employing an alpha of .05, but again, these did not survive the multiple testing correction.

**Interaction effects**

Table 3 depicts the results of the interaction analyses. In the general population sample, none of the tested SNPs interacted with event pleasantness in predicting PA. BDNF rs11030102 reached a significance of $p=.02$, however, this result did not survive when the critical alpha of .00277 was employed. In the sample of individuals with residual depressive symptoms, a single SNP (OPRM1 rs1799971) reached significance surviving multiple testing correction ($\chi^2(2) = 13.66, p<.001$). When following up this general effect, it became apparent that the individuals heterozygous on this SNP (A/G) ($n=26, n_{\text{observations}}=1.041$) experienced significantly less PA in the context of pleasant events ($\beta=.23, p<.001$) than individuals homozygous for the A-allele ($n=98, n_{\text{observations}}=3.789$) with a difference of $\beta=-.16$ ($p<.001$) (see Figure 1).

**Figure 1.** Difference in reward experience in sample with residual depressive symptoms depending on OPRM1 rs1799971 genotype. PA= positive affect. Genotype G/G was only present in two individuals and is therefore omitted.

The difference between the most frequent homozygous genotype (A/A) and the least frequent homozygous genotype (G/G) ($n=2$) did not reach significance ($\beta=-.25, p=.07$), however; as only two individuals presented with this latter genotype, the result cannot be interpreted.

<table>
<thead>
<tr>
<th>SNP</th>
<th>General population</th>
<th>Individuals with residual depressive symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N \chi^2 p$</td>
<td>$N \chi^2 p$</td>
</tr>
<tr>
<td>BDNF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs11030102</td>
<td>428 7.48 .02*</td>
<td>126 2.40 .30</td>
</tr>
<tr>
<td>rs11030101</td>
<td>428 1.93 .88</td>
<td>126 3.85 .15</td>
</tr>
<tr>
<td>rs6265</td>
<td>426 0.94 .63</td>
<td>126 0.36 .84</td>
</tr>
<tr>
<td>COMT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs6269</td>
<td>428 5.77 .06</td>
<td>126 1.69 .43</td>
</tr>
<tr>
<td>rs4633</td>
<td>427 5.29 .07</td>
<td>126 0.48 .79</td>
</tr>
<tr>
<td>rs4680</td>
<td>427 5.03 .08</td>
<td>126 0.48 .79</td>
</tr>
<tr>
<td>rs737865</td>
<td>428 3.86 .15</td>
<td>126 1.05 .59</td>
</tr>
<tr>
<td>rs4818</td>
<td>409 5.77 .06</td>
<td>126 3.47 .18</td>
</tr>
<tr>
<td>CHRM2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs1824024</td>
<td>428 0.05 .97</td>
<td>126 2.54 .28</td>
</tr>
<tr>
<td>rs2063174</td>
<td>427 0.86 .65</td>
<td>126 0.18 .91</td>
</tr>
<tr>
<td>rs324650</td>
<td>428 0.30 .86</td>
<td>126 0.19 .91</td>
</tr>
<tr>
<td>DRD2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs6276</td>
<td>428 1.65 .44</td>
<td>126 0.30 .86</td>
</tr>
<tr>
<td>rs6277</td>
<td>428 0.20 .91</td>
<td>126 1.63 .44</td>
</tr>
<tr>
<td>DRD4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs936461</td>
<td>427 1.05 .59</td>
<td>126 2.01 .37</td>
</tr>
<tr>
<td>rs1800955</td>
<td>407 0.25 .88</td>
<td>116 1.17 .56</td>
</tr>
<tr>
<td>OPRM1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs1799971</td>
<td>428 1.24 .54</td>
<td>126 13.66 .001</td>
</tr>
<tr>
<td>rs3823010</td>
<td>428 0.32 .85</td>
<td>126 1.82 .40</td>
</tr>
<tr>
<td>rs495491</td>
<td>428 0.48 .79</td>
<td>126 0.85 .65</td>
</tr>
<tr>
<td>rs609148</td>
<td>428 0.54 .77</td>
<td>126 0.21 .90</td>
</tr>
<tr>
<td>rs648893</td>
<td>428 0.61 .74</td>
<td>126 0.21 .90</td>
</tr>
<tr>
<td>rs563649</td>
<td>428 0.32 .85</td>
<td>126 0.85 .65</td>
</tr>
<tr>
<td>SLC6A3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs6350</td>
<td>428 1.36 .19</td>
<td>126 2.58 .28</td>
</tr>
<tr>
<td>rs6413429</td>
<td>428 1.59 .17</td>
<td>126 2.09 .35</td>
</tr>
<tr>
<td>rs6347</td>
<td>428 1.36 .51</td>
<td>126 1.46 .48</td>
</tr>
</tbody>
</table>

Note. In bold results that are significant after multiple testing correction ($p<.00277$). * $p<.05$. 

---

Table 3. Results of SNPs on reward experience
Discussion

The ability to experience reward appears to play a key role in mood disorders and resilience against these (Cohn, Fredrickson, Brown, Mikels, & Conway, 2009; Forbes, 2009; Forbes, Shaw, & Dahl, 2007; Henriques & Davidson, 2000; Pizzagalli, Bogdan, Ratner, & Jahn, 2007; Wichers et al., 2009). To date, research on the genetic effects in reward experience is limited and to the best of our knowledge, this is the first study to look at real-world reward experience in relation to multiple genetic variations of the dopamine and opioid system. Essentially, we found weak evidence for genetic involvement in daily life reward experience. In the general population sample, no SNP impacted on daily life reward experience; whereas one SNP acting on the μ-opioid receptor (OPRM1 rs1799971) influenced the effect of real-world reward in the sample with residual depressive symptoms.

Genetic effects in daily life reward experience

Overall, these results are in line with an earlier behavioral genetic study indicating weak – if any – genetic influence on daily life reward experience (Menne-Lothmann et al., 2012). The limited number of studies on experimental reward to date have shown that variations in the COMT Val158Met and the SLC6A3 genotype may influence brain activity in response to experimental reward (e.g. see Dreher et al., 2009; Haas et al., 2009; Yacubian et al., 2007). Besides the fact that these genetic effects could seldom be demonstrated in the behavioral reward-data (Hahn et al., 2011; Schmack et al., 2008), most importantly they frequently would not have survived the multiple testing correction employed in the current study. This indicates that specific genetic effects may only show when investigated in isolation and become negligible when considered in the larger constellation of many potential genetic variations and multiple testing. This consideration becomes intriguingly obvious with regard to the findings of the COMT Val158Met genotype. Not only experimental fMRI studies (Dreher et al., 2009; Schmack et al., 2008; Yacubian et al., 2007) but also one real-world study (Wichers, Aguilera, et al., 2009) demonstrated an effect of this genotype on different measures of reward experience when only one or two genetic variations were considered at the same time. In the current analyses, this SNP also demonstrated significant differences between the most common homozygous genotype and both the heterozygous (β=.05, p=.049) and the least common homozygous genotype (β=.06, p=.047) on the experience of positive affect in response to a pleasant daily life experience; however, neither of these effects survived multiple testing correction.

The current results not only add to the existing literature by showing that the effects of single genetic variations may not become obvious when considered in the larger constellation of genetic variation, but also by suggesting a potential role of the OPRM1 gene in daily life reward experience.

The role of OPRM1 rs1799971 in reward experience

In the current study, only one SNP acting on the μ-opioid receptor influenced real-world reward in the sample with residual depressive symptoms and survived multiple testing correction: the OPRM1 rs1799971 SNP. The OPRM1 gene codes for the μ-opioid receptor. The rs1799971 SNP is a functional adenine to guanine substitution, which results in an asparagine (Asn) to aspartic (Asp) amino acid substitution. The effects include an increased binding to beta-endorphins, a reduction in messenger RNA, a drastic reduction in OPRM1 protein level (Garriock et al., 2010) and a downregulation of opioid release (Ray et al., 2011). Consistent with this, in the current sample with residual depressive symptoms, those individuals with at least one G-allele showed significantly less reward experience than individuals with two A-alleles. Previous research has distinguished between two main aspects of reward: the motivational aspect or ‘wanting’ and the consumption aspect of reward or ‘liking’. Whereas the ‘wanting’ aspect is usually ascribed to dopamine action, ‘liking’ has been more associated with opioid functioning (Berridge & Robinson, 1998; Berridge et al., 2009). It may be the case that the current concept of real-world reward experience is closer to the experience of ‘liking’ than ‘wanting’, because it measured mainly the enjoyment of pleasant daily life events without addressing the ‘wanting’ of these events. This may explain why we find a functional SNP involved in opioid neurotransmission being associated with this measure of reward experience. However, as opioids stimulate dopamine in mesolimbic areas (e.g. Dits & Kalivas, 1989; van Ree et al., 1999; Wise & Rompre, 1989), the less active G- (or Asn) genotype furthermore results in decreased dopamine levels (Chen et al., 2009). The current results could therefore likewise reflect reduced dopamine action. Future studies need to consider how the ‘wanting’ aspect can be captured in daily life assessments of reward and how both the ‘wanting’ and ‘liking’ aspects in daily life can be clearly distinguished from each other.

The current results are in good agreement with previous research, which was mainly conducted in the area of pain and addiction research. A meta-analysis suggests that the G-allele increases the risk for opioid dependence (Haerian & Haerian, 2013). Other research not only found that the presence of a G-allele increased cue-induced craving for alcohol in male heavy drinkers (van den Wildenberg et al., 2007) but also increased the likelihood for alcohol dependency (Bart et al., 2005). Although not all
studies support this association (e.g. Garriock et al., 2010), the findings may indicate that the G-genotype of the rs1799971 OPRM1 SNP reduces the capability to naturally experience (enough) reward, which may result in compensation with drugs that stimulate the opioid system and dopamine release. Crucially, the current study is the first to demonstrate that this effect also translates to real-world experience of natural rewards and survives multiple testing corrections for other potentially important reward SNPs. Furthermore, a second study of our group showed additional evidence for the role of the OPRM1 gene in real-world positive affective experiences using a within-person design. The SNPs (rs495491, rs609148, rs648893, rs3823010) were shown to influence the increase in positive affect that individuals could gain from mindfulness based cognitive therapies (Bakker et al., 2014).

Although results match with theoretical notions and previous findings, the effect of the SNP in question did not affect reward experience in the general population sample. Although this fact weakens the robustness of the finding, it is not necessarily a sign of non-replication. It may also indicate that the expression of this genetic effect is conditional on other environmental or genetic factors. The impact of a single genetic variation is likely small. It is possible that in the general population, the expression of such genetic effects is obscured by other factors influencing positive affective experience. It may be speculated that individuals with depressive symptoms have less ability to compensate for (genetically) reduced reward experience in their daily lives. Not being able to compensate a somewhat lower than average reward response may relate to underlying environmental or genetic vulnerability for depressive symptoms. Other sources of positive emotions can be used by vulnerable people to compensate, such as holding on to positive emotions over time (Höhn et al., 2013), learning to obtain more positive emotions from pleasant situations (Geschwind et al., 2011) or finding environments or new behavioral patterns that benefit positive emotional experience. It has previously been shown that even small environmental influences like behavioral interventions can indeed prevent the expression of the genetic effect of OPRM1 rs1799971 on medical treatment response (Anton et al., 2008). We therefore do not necessarily expect to find the same effects in both samples.

Limitations
The current findings need to be viewed in light of several methodological considerations. First, the number of participants was moderate (N_{general population}=435, N_{residual depressive symptoms}=126), but not very large in the context of genetic studies. This fact may have resulted in low power to detect relevant effects. However, instead of one phenotype measure, we had on average 37 measurements per person in the general population sample and 48 in the sample with residual depressive symptoms, yielding a total of 16,239 and 6,044 observations, respectively. Still, theoretically, it remains possible that the sample size to detect a small effect of OPRM1 rs1799971 in the general population sample was not large enough. We consider this unlikely, as it was the larger of the two samples that did not show an association. Additionally, not only the significance but more importantly the effect sizes differed between the samples (general population sample: $\beta_{A/A \ vs \ A/G} = .01$, $\beta_{A/A \ vs \ G/G} = .07$; sample with residual depressive symptoms: $\beta_{A/A \ vs \ A/G} = -.16$, $\beta_{A/A \ vs \ G/G} = -.25$).

Another related consideration is that effects may not have been detected due to another reason. Likely, many factors influence reward experience in a complex way, including many gene-gene and gene-environmental interactions. As explained in the previous section, environmental influences may be able to obscure genetic expression. Therefore, it is possible that true genetic effects were hidden not only in one but in both samples examined. Likewise, these findings do not exclude the possibility that some genes come to expression only within certain environmental contexts or within a certain genetic background.

Third, the role of sex remains unclear in the current study. This is because only females were assessed in the general population sample, whereas the sample with residual depressive symptoms was mixed. Although the analyses in the latter were controlled for sex, future research may consider taking a mixed sample to replicate associations.
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Chapter 5

A novel social peer evaluation experiment

Abstract

Negative social evaluation has been associated with distress and psychopathological symptoms. Given frequent evaluation through increasingly prevalent virtual social networks, a better understanding of the effects of such social evaluation is urgently required.

A new digital social peer evaluation experiment (digi-SPEE) was developed mimicking everyday life online social interactions between peers. Participants received mild negative feedback on their appearance, intelligence, and congeniality. The current aim was to validate whether this task would act as a social evaluation stressor in terms of biological, implicit, and explicit psychological changes relevant to mechanisms of psychopathology.

Two-hundred-and-forty-one young participants (58.9% female, aged 18.9 years (15-34)), from an ongoing novel general population twin study, participated. Positive affect (PA), negative affect (NA), implicit self-esteem, and cortisol were assessed before and after exposure to the social evaluation experiment.

The social evaluation experiment decreased PA ($B=-5.25$, $p<.001$) and implicit self-esteem ($B=-1.19; p<.001$), whereas it increased NA ($B=5.99; p<.001$) and cortisol levels ($B=0.07; p<0.001$). Females ($PA: B=7.62; p<.001$; $NA: B=8.28; p<.001$) and participants with higher levels of general psychological distress ($PA: B=-0.04, p=0.035$; $NA: B=0.06; p=0.028$) showed stronger affective responses. Stressor-induced cortisol increase was stronger in adolescents under the age of 18 as compared to those 18 years and older ($B=-0.06, p<0.002$).

The current social evaluation experiment mimicking peer-evaluations occurring in online social networks induced significant stress on psychological (affect, implicit self-esteem) and biological (cortisol) stress measures. The experiment is sensitive to expected differences in specific populations regarding sensitivity to negative social evaluation. Longitudinal designs are required to demonstrate predictive value.

Keywords: social evaluation; psychological stress; psychopathology; experimental design; cortisol; risk; resilience

Laboratory studies have reliably demonstrated that social rejection/exclusion stressors, which usually include that the participant is rejected from joining any kind of group, induce significant stress and yield affective, self-esteem, and cortisol reactions (Blackhart, Eckel, & Tice, 2007; Blackhart, Nelson, Knowles, & Baumeister, 2009; Buckley, Winkel, & Leary, 2004; Eisenberger, Jarcho, Lieberman, & Naliboff, 2006; Hsu et al., 2013; Maner, Miller, Schmidt, & Eckel, 2010; Moor, Crone, & van der Molen, 2010; Nesdale & Lambert, 2007; Sandstorm, Cillessen, & Eisenhower, 2003; Williams et al., 2000). Other laboratory studies demonstrated that performance evaluation stressors, which usually include that the participant is evaluated on performance by a panel or peers, increases the stress-hormone cortisol (Booij, Bouma, de Jonge, Ormel, & Oudehinkel, 2012; Dickerson & Kemeny, 2004; Dickerson, Mycek, & Zaldivar, 2008; Elzinga et al., 2008; Kirschbaum, Pirke, & Hellhammer, 1993; van Eck, Nicolson, Berkhof, & Sulon, 1996). Research has indicated that stress-responses differ between social rejection/exclusion and performance evaluation stressors (Stroud et al., 2009).
As online social interactions include selective elements of both kinds of stressors, i.e., feedback by peers as in social rejection/exclusion stressors, and social evaluation as in performance evaluation stressors, there is good reason to assume that slightly negative evaluation of personal characteristics by peers imposes significant stress.

Moreover, exposure to social stressors has been associated with psychopathological symptoms (e.g., see Björkqvist, 2001; Selten & Cantor-Graae, 2005; Strout, Salovey, & Epel, 2002; Williams et al., 2000) and sensitivity to such stressors may be enhanced in individuals at risk for psychopathological symptoms (e.g., see Maner et al., 2010; Sommerville, 2013). The group that most frequently interacts in online social networks are adolescents (Donnerstein, 2012; Pempek et al., 2009; Sommerville, 2013), who show increased importance for peer-relationships (Sommerville, 2013) and are particularly vulnerable to develop mood-symptoms (Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993). This adds urgency to tools that can assess sensitivity to digital social negative evaluation of personal characteristics by peers in an accurate and sensitive way.

Therefore, we developed a novel digital social peer evaluation experiment (digi-SPEE). To realistically mimic online social network interactions, it is important to “deliver self-relevant, salient, and believable social feedback” (Sommerville, 2013, p.123). We therefore took into account that social evaluation as experienced in online social networks includes a greater degree of psychological distance than face-to-face contact, is generally based on personal traits as plotted in the individual’s online profile, and includes feedback by peers. The experiment exposes participants to subtle negative digital social peer-evaluation of fundamental personal characteristics (appearance, intelligence, and stance in life).

The aim of the current study was to validate this experiment as a negative social evaluation stressor in three ways. First, the experiment was hypothesized to elicit psychological and biological responses following exposure to subtle negative social evaluation. As psychological changes are not always directly observable or measurable when asked explicitly, both explicit and implicit measures are required. As an explicit measure of sensitivity to negative social evaluation we used subjective ratings of affect (Blackhart et al., 2007; Buckley et al., 2004; Nesdale & Lambert, 2007; Strout et al., 2002; Williams et al., 2000). In order to obtain an implicit response we measured self-esteem implicitly using an implicit association task (Bosson, Swann, & Pennebaker, 2000). And cortisol was included as a biological response measure (Booij et al., 2012; Brooks & Robles, 2009; Dickerson & Kemeny, 2004; Jacobs et al., 2007).

Secondly, we aimed at demonstrating that the current experiment is sensitive to individual differences to social stress sensitivity. Previous research has indicated that women are more sensitive to peer-induced stress than men (Strout et al., 2002). Also young people, i.e. adolescents, are assumed to be particularly sensitive to social stress situations (Collins & Thomas, 1972; Sommerville, 2013). Finally, individuals with psychopathological problems have been indicated to show increased reactions to social stressors (Booij et al., 2012; Cuellar & Johnson, 2009; Hankin, Badanes, Abela, & Watamura, 2010). Therefore, this study examines whether the current experiment is sensitive to these demographic differences.

Finally, we aimed at showing that responses to the current experiment are specifically due to the social evaluation exposure (i.e. the idea of being evaluated by others) and not to negative stimuli per se, as employed in the experiment.

Methods

Participants
Participants were recruited in the context of a novel general adolescent/young adult sampling frame from a population twin register (East Flanders Prospective Twin Survey, EFPTS), which prospectively registers multiple births from 1964 onwards (Derom et al., 2013). In order to oversample adolescent participants, twins between 15 and 18 years of age were sent letters inviting them to participate in an ongoing longitudinal research project called ‘TwinsCan’, which started in April 2010. Additionally, all twins and their sibs between 15 and 34 years were eligible to participate and could register via the twin register newsletter. Two hundred and forty-one subjects (58.9% female; 18.8 years) participated (see Table 1 for sample demographics).
Table 1. Demographics of both samples and difference between the samples

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Deceived sample</th>
<th>Undeceived sample</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>N Mean (SD)</td>
<td>N Mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% female</td>
<td>241 58.92 25</td>
<td>25 70.00</td>
<td>.10</td>
</tr>
<tr>
<td>Age (years)</td>
<td>241 18.76 (4.54)</td>
<td>25 20.52 (4.77)</td>
<td>.07</td>
</tr>
<tr>
<td>SCL-90-R</td>
<td>239 41.47 (35.25)</td>
<td>24 35.83 (28.52)</td>
<td>.45</td>
</tr>
<tr>
<td>% white ethnicity</td>
<td>239 99.17 25</td>
<td>25 90.44</td>
<td>.64</td>
</tr>
<tr>
<td>% household</td>
<td>241 0 25</td>
<td>1</td>
<td>.24</td>
</tr>
<tr>
<td>% studies</td>
<td>241 80.91 25</td>
<td>25 68.00</td>
<td>.07</td>
</tr>
<tr>
<td>% regular work</td>
<td>241 1.66 25</td>
<td>25 8.00</td>
<td></td>
</tr>
<tr>
<td>Highest level of completed education</td>
<td>241 18.26 25</td>
<td>25 16.00</td>
<td>.24</td>
</tr>
</tbody>
</table>

Note. SCL-90-R = Symptom Checklist 90 – Revised (higher scores = more psychological distress during the last week). 1 based on independent sample t-tests, 2 median = 18, range 15-34 years. 3 based on Chi-Square tests.

Instruments for assessing cortisol and self-esteem (SC-IAT, see below) were only available starting from August and September 2010, respectively, resulting in 202 participants (59.4% female; 18.7 years) for analyses on cortisol and 187 participants (53.5% female; 18.2 years) for analyses on self-esteem. Additionally, one participant was excluded due to very high (and physiologically implausible) cortisol values (>40 nmol/L) (Jacobs et al., 2007; van Eck et al., 1996). For another individual, post-social evaluation data were missing for all indices due to technical recording failure (see note).

The digital social peer evaluation experiment (digi-SPEE)

Participants were told that the general aim of the experiment was to investigate why people like or dislike each other based on short profiles and videos. To this end, participants were asked to provide a short written profile and to record a short video (<1min) introducing themselves, including information about age, profession or education, preferred music, leisure time activities, relationship status, and stance in life. For the same purpose, participants were asked to rate, on a 7-point rating scale (higher scores more positive), the profiles and videos of five other study participants regarding appearance, intelligence and congeniality, and to give a short reason for their rating (Fig. 1a). Although participants were told that they would see videos of other study participants, in reality they were presented with prepared videos from five volunteering peers from the same population (female and male individuals between 15 and 34 years from East Flanders, all white). Depending on the age and gender of participants, they were confronted with different sham-peers. These peers were always age (+/- 1 year)-, and gender (three of the same gender and two of the opposite gender as participant)- matched to each single participant. These peers did not in any way participate in the study themselves; their videos were recorded before study onset. Also, in reality the participant’s profile and video were never shown to anyone else, so privacy was kept intact throughout the procedure. Twin couples were usually...
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tested simultaneously but separately by two trained research assistants to prevent them talking about the experiment before social evaluation had taken place. If sibs volunteered as well, they were usually tested immediately after the twins, again, to avoid them talking to one another. The experiment consisted of two sessions which both took place in participants’ homes and were conducted by the same experimenter.

Figure 1. Profiles and evaluations of online social peer interaction. Profiles about peers that are rated by the participant (a). Overall comparison between the participant and all other study participants (b). Detailed evaluations per rater about the participant (c).

Session 1

During the first session, participants entered their profile into a pre-programmed computerized form and recorded their video with a webcam. Participants furthermore evaluated the profiles and videos of three of the five sham participants (Fig. 1a). Participants were told that their profile and video would be shown to the same five participants for evaluation between the sessions, and that they could learn how they had been evaluated by their peers during the second session.

Session 2

The second session took also place at participants’ homes several days later, started approximately an hour before the social evaluation exposure took place, and was conducted by the same researcher individuals had seen a week before, to prevent elevated cortisol-levels at the start of the experiment due to experienced novelty. Participants were first asked to rate the remaining two volunteers to increase the impression of a real ongoing interaction. Next, participants again saw their own video, in order to increase self-awareness. Subsequently, the actual social evaluation experiment took place. Participants learned how they had been rated by their sham peers. In reality, all participants received exactly the same evaluation, which was previously generated by the experimenter. First, participants would see two vertical bars, one with the heading “your evaluation” and one with the heading “average evaluation for all individuals within the study”. Both bars would start filling up simultaneously – the bar with the highest fill indicating a more positive evaluation and therefore less negative evaluation. The bar of “your evaluation” would not fill further than approximately halfway, whereas the average bar filled up to approximately 80% (Fig. 1b). This result was very similar for the three rated characteristics (intelligence, appearance, and congeniality). Following this, participants were presented with the individual evaluations of the five sham peers, accompanied by a short written reason for their evaluation (Fig. 1c). Of the fifteen evaluations for appearance, intelligence, and congeniality, seven were neutral or positive, for example “seems friendly” (congeniality) or “seems to know a lot” (intelligence), and eight were mildly negative, for example “strange nose” (appearance). Reasons for the evaluations were provided in a very general manner (i.e., “funny nose”) so that they would fit every single individual. To prevent participants from avoiding to look at their evaluations in the first place, they had to indicate their level of agreement with the evaluation of each of the five sham peers by sorting them from 1 (agree most) to 5 (agree least). This evaluation constituted the social evaluation exposure. Participants were debriefed on the true nature of the procedure immediately after finishing the experiment with the accompanying affective and implicit self-esteem measurements. Thus, participants were under the impression that other participants truly evaluated them for not more than 30 minutes (Fig. 2).
Design

A within-subject (pre-post stressor) design was employed to assess the effects of the social evaluation experiment. Positive affect (PA), negative affect (NA), implicit self-esteem, and cortisol were assessed both before and (for cortisol: multiple times) after exposure to the social evaluation exposure (Fig. 2). In addition, the subsample of 25 sibs underwent the same procedure, but was fully debriefed and therefore undeceived about the nature of the evaluation before it was presented. They were thus exposed to the same stimuli but they knew that evaluations had been invented by the experimenter and that no other peers had actually seen their video or evaluated their profile.

Measures

Subjective report of positive and negative affect

The positive and negative affect scales schedule (PANAS) (Watson, Clark, & Tellegen, 1988) was assessed using visual analogue scales (VAS). The PANAS consists of 10 momentary positive and 10 momentary negative affect items. Per affect characteristic (i.e. irritable, distressed, enthusiastic, etc.) participants were presented with a horizontal line of 105mm length with the label ‘not’ on its left and ‘very much’ on its right end on which they had to indicate by mouse click to what degree they were experiencing this affective state at this very moment. The more this position was on the right hand side of the line, the stronger the affective state in question was experienced. The standard procedure for analyzing the PANAS was followed (Watson et al., 1988). That is, the ratings for positive and negative affect items were averaged per person and per assessment to form measurements of positive (PA) and negative affect (NA), respectively. As affect was assessed on visual analogue scales, values were expressed in mm, higher scores indicating higher level of PA or NA, respectively.

Implicit measurement of self-esteem

In the single category implicit association task (SC-IAT) for self-esteem (Greenwald & Farnham, 2000; Karpinsky & Steinman, 2006), individuals were asked to categorize 12 personalized self-words (e.g. their first name, last name) either with positive or with negative words in a reaction time task. The faster people are able to categorize self-words with positive words relatively to negative words, the higher their implicit self-esteem is (i.e., RT_{self+neg words} – RT_{self+pos words} in ms). In total there are 2 blocks: one block where self-words have to be sorted in the same category as positive words and one block where self-words have to be sorted together with negative words. Each block contains a total of 81 stimuli (36 self-items, 30 words in the opposite direction (i.e. negative in the positive block and positive in the negative block), and 21 in the direction of the block). Data were prepared according to recommendations for analyses from previous literature on the SC-IAT (for more detail see Greenwald & Farnham, 2000). As the SC-IAT is a reaction time task, the values are expressed in ms, with higher scores indicating higher implicit self-esteem.

Cortisol measurements

Cortisol was measured in saliva samples which were collected immediately before the computer paradigm started at session 2 and after (at 10 (+/- 2) min, 20 (+/- 2) min, and 30 (+/- 2) min) the social evaluation exposure (Fig. 2). These time points were based on suggestions in the literature and several reported experiments on cortisol assessment (Brooks & Robles, 2009; Nicolson, 2007; Young & Nolen-Hoeksema, 2001). Participants were restrained from eating and smoking for at least one hour and from drinking water at least 40 minutes before the first cortisol measure. Subjects collected saliva samples with a cotton swab (Salivette; Sarstedt), and placed the swab in the salivette tube. The interviewer recorded the exact collection time. Uncentrifuged samples were kept at -20°C until analysis. Saliva samples were frozen and stored at -20°C until analysis. After thawing, salivettes were centrifuged at 3,000 rpm for 5 min, which resulted in a clear supernatant of low viscosity. Salivary concentrations were measured using commercially available chemiluminescence-immunoassay with high sensitivity (IBL, 2009). The intra and interassay coefficients for cortisol were below 8%.

Cortisol values, in nmol/L, were then log transformed to reduce skewness of the distribution. We aimed to assess individuals in the afternoon to avoid influence of time of day on cortisol measurements. It was however not feasible to avoid variation in timing. The average time of baseline cortisol assessment was 3:21 pm (median 3:45 pm; standard deviation 2.75 hours; range 10:45 am – 9:50 pm). The time between the baseline measurement and the final cortisol measurement was on average 36 minutes.
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Differential impact of the digi-SPEE depending on age, gender, or level of general psychological distress

Age, gender, and level of general psychological distress were added to the multilevel linear regression models, each in a separate analysis, as moderators of the time effects. Interaction effects between moderator and time (pre- and post social evaluation exposure) on the outcome measures (PA, NA, implicit self-esteem, cortisol) were investigated and followed up by simple effects if applicable.

Manipulation of perceived social evaluation

Manipulation of perceived social evaluation was assessed through two strategies. Deception scores were explored by calculating the percentage of individuals that had no, some, or many doubts or knew that the experiment was not real. Associations between deception scores on the one hand and SCL-90-R score, age, and gender on the other hand were assessed. The second strategy was the inclusion of an undeceived subgroup. It was examined whether a similar impact of the experiment on affect, implicit self-esteem, and cortisol was present for undeceived as for deceived participants. For this purpose unpaired sample t-tests for the pre-post evaluation change in PA, NA, and self-esteem or interactions with above time-effects (only for cortisol) were employed.

Results

Impact of the digi-SPEE on affect, implicit self-esteem, and cortisol

Exposure to the digital social evaluation resulted in a significant decrease in PA ($N=241$, $B=-5.25$, $p<.001$) and a significant increase in NA ($N=241$, $B=5.99$, $p<.001$) (Fig. 3a). Mean PA after the stressor was approximately 5mm (on the VAS) lower and mean NA approximately 6mm higher than before. Second, implicit self-esteem decreased significantly from before to after the social evaluation exposure ($N=187$, $B=-.19$, $p<.001$) indicating that the difference between positive and negative self-evaluation as assessed in the SC-IAT decreased by 0.19ms (Fig. 3b). Finally, cortisol levels increased significantly from before to after the exposure ($N=143$, $B=0.07$, $p<.001$) (Fig. 3c). The observation that cortisol concentrations did not differ between T1 and T2 ($B=-.01$, $p=.55$) suggests that cortisol levels were not increased at baseline. The changes in PA and NA were negatively ($r=-.51$, $p<.001$), the changes in PA and self-esteem positively ($r=.15$, $p=.003$), and the changes in NA and self-esteem negatively ($r=-.15$, $p=.003$) correlated with each other. Change in cortisol was also significantly associated in the expected directions with change in psychological measures (PA: $B=-.002$, $p=.008$; NA: $B=.001$, $p=.015$; implicit self-esteem: $B=-.04$, $p=.015$).

General psychological distress

Current level of general psychological distress was measured using the symptom checklist-revised (SCL-90-R), a 90-item self-assessment questionnaire about the presence of several psychopathological symptoms within the last week including several subscales (Arrindell & Ettema, 1986). It has previously been suggested that the overall scale is a good indicator for general psychological distress (Bufka & Camp, 2010). For the current sample the scale had a high internal consistency ($\alpha = .97$). Higher total scores indicate greater level of general psychological distress.

Deception

After being debriefed all individuals filled in three questions about how much they believed the evaluations were real. These scores were combined to one deception score, with lower scores indicating stronger belief in the evaluation’s authenticity.

Analyses

Multilevel regression models were employed to investigate whether affect (PA, NA), implicit self-esteem, and salivary cortisol levels changed from before to after the social rejection stressor. The current data had a hierarchical structure because multiple observations (assessment of affect, cortisol and implicit self-esteem each pre- and post social evaluation exposure) were clustered within subjects (level 1), who were related as they were part of twin pairs or sibs of twins (level 2).

Impact of the digi-SPEE on affect, implicit self-esteem, and cortisol

We first investigated whether the time of assessment (pre-or post social evaluation exposure) predicted the level of PA, NA, or implicit self-esteem with multilevel linear regression, using the XTMIXED command in STATA (StataCorp, 2009; College Station, TX, USA). PA, NA, and implicit self-esteem each were regressed on time of assessment. For cortisol levels, the same analyses were conducted, however, this time with four repeated measures per individual and controlled for contraception and alcohol use as described previously in similar work (Collip et al., 2011) (S1). Cortisol increase thus was expressed as the regression slope (i.e. change) of cortisol concentration in nmol/L over time.

(time 23-46 min). Sampling times of measurements were added as a covariate to control for diurnal changes in cortisol. For this purpose, both the variables time and time$^2$ were included in the model, as described previously in similar work (Collip et al., 2011). Addition of higher order polynomial terms did not improve model fit.
Moderation of the digi-SPEE-impact by age, gender, or current general psychological distress

Changes in affect were significantly moderated by gender (N=241) and current general psychological distress (N=239) (Table 3). Females and participants with higher levels of psychological distress showed larger decreases in PA and larger increases in NA (simple effects for moderation by gender: PA: males: $B=−2.62$, $p=.012$; females: $B=−7.09$, $p<.001$; NA: males: $B=2.73$, $p=.10$; females: $B=8.28$, $p<.001$). Cortisol responses were significantly moderated by age (N=186), indicating that younger participants showed stronger increases in cortisol following the social evaluation exposure (Table 3). Further following up this age-effect we dichotomized age in post-hoc analyses, and found that when participants were 18 years or above (N=137), the increase in cortisol was significantly decreased as compared to those younger than 18 years (N=104) ($B=−0.06$, $p=.002$).

Table 3. Regression betas for the interaction between assessment time (pre and post social evaluation) and potential moderators.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>PA</th>
<th>NA</th>
<th>Self-esteem</th>
<th>Cortisol</th>
</tr>
</thead>
<tbody>
<tr>
<td>time x gender</td>
<td>-4.47***</td>
<td>5.55**</td>
<td>-0.07</td>
<td>-0.03</td>
</tr>
<tr>
<td>($p=.002$)</td>
<td>($p=.001$)</td>
<td>($p=.28$)</td>
<td>($p=.16$)</td>
<td></td>
</tr>
<tr>
<td>time x age</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>($p=0.90$)</td>
<td>($p=0.99$)</td>
<td>($p=0.61$)</td>
<td>($p=0.001$)</td>
</tr>
<tr>
<td>time x SCL-90-R total score</td>
<td>-0.04*</td>
<td>0.06*</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>($p=0.035$)</td>
<td>($p=0.018$)</td>
<td>($p=0.37$)</td>
<td>($p=0.38$)</td>
</tr>
</tbody>
</table>

Note. PA = positive affect; NA = negative affect; time = pre and post social evaluation for PA, NA, and self-esteem and pre and 10min, 20min, and 30min post evaluation for cortisol; SCL-90-R = symptom checklist-90 revised. *male=0, female=1. * $p<.01$, * $p<.05$

Manipulation of perceived social evaluation

The majority of individuals believed that the experiment was real (67.52% had no doubts at all about the experiment’s authenticity, 27.35% had little doubts and 5.13% had some doubts, 0% had serious doubts or knew that the experiment was not real). Furthermore, the level of deception was not significantly associated with general psychological distress (SCL-90-R; $B=−.09$, $p=.19$) or age ($−.6$, $p=.35$) but it was with gender (mean males =2.89, mean females =2.29, difference=.6, $p<.001$). Post hoc correction for deception in the analyses on the moderating effect of gender on PA- and NA-measures did not change results.
Second, in the undeceived subgroup neither affect (PA: $b=2.52$, $p=.14$; NA: $b=2.68$, $p=.19$) nor implicit self-esteem ($b=-.10$, $p=.21$) nor cortisol ($b=-.02$, $p=.38$) significantly changed. None of these changes were significantly different when compared to the deceived sample, although effects were in the expected direction, i.e. smaller than in the deceived sample (also see Table 2 for differences at separate assessment times). Controlling these analyses for age and gender (as this subgroup was slightly older and consisted of more females than the deceived sample) did not change results.

Discussion

Validation of the digital Social Peer Evaluation Experiment (digi-SPEE)

The current study introduced a new digital social peer evaluation experiment, the digi-SPEE, that can easily be administered in individuals’ homes. The current results demonstrate that the digi-SPEE elicits stress-responses on measures of subjective affect, implicit self-esteem, and cortisol, which were particularly pronounced in groups expected to be more sensitive to social stress. The fully-computerized real life interaction format opens the door for innovative research in the area of social peer evaluation experiences as experienced in online social networks and emerging psychopathological symptoms.

More specifically, the results showed that (i) the experiment induced all the expected changes in affect, implicit self-esteem, and cortisol. Furthermore, (ii) groups hypothesized to be more sensitive to social stress – women (Strout et al., 2002), young adolescents (Collins & Thomas, 1972; Sommerville, 2013) and individuals with higher current level of psychological distress (Booij et al., 2012; Cuellar & Johnson, 2009; Hankin et al., 2010) - showed stronger responses to the current social peer evaluation exposure. This suggests that the experiment is sensitive enough to pick up differences between specific populations. Finally, (iii) the results cautiously suggest that not the mere exposure to unspecific experiment characteristics but the experience of being digitally evaluated by peers accounted for experiment-induced stress responses. These findings support that the digi-SPEE may prove a valid tool to induce the experience of digital social peer evaluation.

Group differences in peer evaluation-induced stress-responses

In accordance with previous studies (Björkqvist, 2001; Selten & Cantor-Graae, 2005; Strout et al., 2002) we found here that individuals that were female, of adolescent age or with more current psychological distress showed a particularly pronounced effect. Results indicated that females demonstrate an increased affective sensitivity to the digital social peer evaluation exposure. These findings are in line with previous research reporting that females experience unpleasant stimuli as more unpleasant than men (Bianchin & Angrilli, 2012; Codispoti, Surcinelli, & Baldaro, 2008). However, other research showed that differences between women and men were absent for mood ratings in response to a social rejection stressor (Strout et al., 2002). Alternatively, the gender effect may be interpreted as a cultural report bias (i.e. in Western cultures it is well accepted for women to express emotions, whereas this is less accepted for men). Also, that symptoms of mental distress were associated with a more pronounced affective reaction to the current experiment concurs with previous findings. For example, it has previously been reported that individuals with mood symptoms respond with a particular pronounced increase in negative affect to situations of (slight) disapproval (Cuellar & Johnson, 2009). Furthermore, the current results showed that participants younger than 18 years were particularly biologically reactive to the experiment as indicated by amplified cortisol-responses. Adolescence is marked by an increased attunement to social evaluative information and therefore includes increased vigilance to only slightly evaluative contexts (Sommerville, 2013), such as daily online social interactions. Additionally, the hypothalamic-pituitary-adrenal (HPA) axis is particularly sensitive during adolescence (Hankin et al., 2010). As the HPA-axis is responsible for translating social and other stressful experiences to cortisol release (Booij et al., 2012), the current findings were to be expected. Even though we cannot conclude from the current findings whether it is the attunement to social evaluations or the increased HPA-axis reactivity or both that can be made responsible for this effect, it is valid to conclude that younger individuals react with more release of stress-hormones to social evaluative situations. We also expected to find that cortisol levels were moderated by levels of psychological distress; however, this did not emerge from the current data. This could be due to heterogeneity in cortisol reactions, as it is known that increased levels of mood symptoms are associated with both increased and decreased cortisol-responses. The direction of this effect has been suggested to depend on trait differences (Tops, Riese, Oldenhinkel, Rijsdijk, & Ormel, 2008) and chronicity of depressive symptoms (Booij et al., 2012). Thus, overall, the different outcome measures were not equally affected by gender, age, and level of psychological distress. Nevertheless, the current study could demonstrate that the reactivity to the digi-SPEE could differentiate between individuals at varying levels of expected sensitivity to social evaluation.

Importantly, in the current sample general psychological distress and age did not concur with higher levels of deception, and controlling for deception did not change gender effects, suggesting that none of the moderator-effects are attributable to an increased perception of the experiment’s authenticity.
The digi-SPEE and future psychopathology

Based on the current cross-sectional findings (i.e. increased reactivity in females, adolescents, and individuals with current psychological distress) we cautiously propose that the current experiment will demonstrate predictive validity for the development of psychopathological symptoms and may contribute to elucidating genetic and environmental causes in reactivity to peer evaluation as important risk factors for psychopathology. This becomes particularly important given the increased chances of exposure to peer evaluation through online social network interactions (Pempek et al., 2009). Being able to identify individuals at increased risk to develop future symptoms of psychopathology through their sensitivity to the current experiment will ultimately enable research into resilience factors. For example, potential resilience factors that may modify the impact of social peer evaluation sensitivity on long-term outcome are warm parenting (Bowes, Maughan, Caspi, Moffit, & Arseneault, 2010) and interpretation biases in ambiguous situations (MacLeod & Cohen, 1993). Understanding the risk and resilience mechanisms operating on the association between experience of social peer evaluation and incidence of psychopathology particularly in adolescence will enable development of target-oriented prevention.

Methodological considerations

The current findings need to be viewed in the light of certain methodological considerations. First, as this study particularly aimed to include participants between 15 and 18 years of age relative to older participants, findings may not generalize to older samples. Second, the undeceived subgroup was considerably smaller than the deceived sample. This was because reactivity to the social evaluation experiment was the variable of interest and the number of undeceived individuals was kept to a reasonable minimum. However, the non-significant result within the undeceived sample is unlikely the result of low power as also effect sizes were much smaller in this sample. Third, negative social evaluative situations may give rise to a mixture of experiences such as feeling evaluated but also feeling rejected or excluded. The current study is not able to disentangle these separate effects. Future studies with this specific aim can use the current experiment for this purpose combined with response questionnaires on evaluation, rejection, and exclusion. Finally, the current analyses regarding cortisol were controlled for age, gender, alcohol use, and use of contraception. There are, however, some other factors that might have influenced cortisol levels, such as phase of the menstrual cycle, body mass index, socio-economic status or smoking behaviour. These potential influences were not incorporated in the current analyses. To the extent that the above factors influence the within-person change in cortisol response from pre to post exposure this may have impacted on the results, likely by inducing noise. Additionally, it needs to be acknowledged that there was variation in cortisol sampling time on the day. However, time in between baseline and final sampling time was short (average 36 minutes) and time of day was included as a covariate in the analyses.
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S1 Use of contraception and alcohol as controlled for in the cortisol analyses split by group

<table>
<thead>
<tr>
<th></th>
<th>Deceived sample</th>
<th>Undeceived sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contraception (yes/no)</td>
<td>43/198 (17.84%)</td>
<td>8/17 (32%)</td>
</tr>
<tr>
<td>Alcohol use in the last 12 months (yes/no)</td>
<td>170/65 (6 missing) (72.34%)</td>
<td>18/5 (2 missing) (21.74%)</td>
</tr>
<tr>
<td>Mean alcohol use per week in units if alcohol was consumed</td>
<td>4.26 units (SD=6.13) (6 missing)</td>
<td>7.88 units (SD=12.80) (1 missing)</td>
</tr>
</tbody>
</table>
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Abstract

Background: Negative biases in the interpretation of ambiguous material have been linked to anxiety and mood problems. Accumulating data from adults show that positive and negative interpretation styles can be induced through cognitive bias modification (CBM) paradigms with accompanying changes in mood. Despite the therapeutic potential of positive training effects, training paradigms have not yet been explored in adolescents.

Methods: Eighty-two healthy adolescents (aged 13-17 years) were randomly allocated to either positive or negative CBM training. To assess training effects on interpretation bias, participants read ambiguous situations followed by test sentences with positive or negative interpretations of the situation. Participants rated the similarity of these sentences to the previously viewed ambiguous situations. Training effects on negative and positive affect were assessed using visual analogue scales before and after training.

Results: After training, adolescents in the negative condition drew more negative and fewer positive interpretations of new ambiguous situations than adolescents in the positive condition. Within the positive condition, adolescents endorsed more positive than negative interpretations. In terms of mood changes, positive training resulted in a significant decrease in negative affect across participants, while the negative condition led to a significant decrease in positive affect among male participants only.

Conclusion: This is the first study to demonstrate the plasticity of interpretation bias in adolescents. The immediate training effects on mood suggest that it may be possible to train a more positive interpretation style in youth, potentially helping to protect against anxiety and depressive symptoms.

Keywords: interpretation bias, adolescence, anxiety, mood, cognitive bias modification

Anxiety and mood problems are common in adolescence (Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993) and often persist into adulthood (Pine, Cohen, Gurley, Brook, & Ma, 1998). Prevention of later anxiety and depression relies on a better understanding of early risk mechanisms. Interpretation biases, the tendency to draw negative conclusions from ambiguous situations, are not only prominent characteristics of adult (e.g. Lawson, MacLeod, & Hammond, 2002; MacLeod & Cohen, 1993) but also of adolescent anxiety and mood disorders (e.g. Dearing & Gotlib, 2009; Taghavi, Moradi, Neshat-Doost, Yule, & Dagleish, 2000). Compared to healthy adolescents, highly anxious and depressed adolescents endorse more negative definitions of homophones - words which have both a negative and a neutral meaning, such as die/dye - and more often select words that resolve ambiguous scenarios in a negative direction (Dearing & Gotlib, 2009; Taghavi et al., 2000). Despite these findings, fundamental questions over cause and effect remain: do interpretation biases contribute to the development of anxiety and mood symptoms or are they merely mood-congruent effects on cognition?

To address this question, Mathews and Mackintosh (2000) developed a cognitive bias modification (CBM) paradigm to train healthy adults to draw positive or negative interpretations to ambiguous situations. In the training phase, participants read a series of ambiguous situations, one at a time, which ended with a word fragment for the participants to complete. In the positive CBM condition, these word fragments always resolved ambiguity in a positive direction; whereas in the negative CBM condition, these fragments always resolved the ambiguity in a negative direction. Following training, participants in the positive condition drew more positive and fewer negative interpretations of new ambiguous situations than those in the negative condition. Participants from the negative condition also reported higher levels of state anxiety after training (Mathews & Mackintosh, 2000). While the effects of CBM training on interpretation biases have been well-replicated, its effects on reducing anxiety/ negative affect and/or increasing positive affect have been somewhat less consistent (e.g. Holmes & Mathews, 2005; Mackintosh, Mathews, Yiend, Ridgeway, & Cook, 2006; Mathews & MacLeod, 2002).

Recent extensions of this research to subclinical and clinical groups yield further results that may inform therapeutic developments. Specifically, these studies suggest that (sub)clinical samples show significant reductions of negative interpretation biases, state anxiety and negative affect following positive training (Blackwell & Holmes, 2010; Hirsch, Mathews, & Clark, 2007; Mathews & Mackintosh, 2000; Mathews, Ridgeway, Cook, & Yiend, 2007; Murphy, Hirsch, Mathews, Smith, & Clark, 2007; Salemink, van den Houdt, & Kindt, 2009; Teachman & Addison, 2007; Yiend, Mackintosh, & Mathews,
2005). Not only do these results show that changes in interpretation biases precede changes in mood, they also implicate new targets for psychotherapy.

Despite these encouraging results in adult populations, only three studies have extended this research to youth, more specifically to pre-adolescent children (Muris, Huijding, Mayer, & Hameetman, 2008; Muris, Huijding, Mayer, Remmerswaal, & Vreden, 2009; Vassilopoulos, Banerjee, & Prantzalou, 2009). Muris et al. (2008, 2009) demonstrated in two studies that interpretation biases can be induced in healthy children with a task requiring interpretations of hypothetical situations during an imaginary space journey. Neither study assessed mood. Moreover, the ecological validity of the task is questionable. To address this, Vassilopoulos and colleagues (2009) employed realistic vignettes to induce positive interpretation biases in socially anxious children. Results showed a significant reduction in negative interpretation bias, anxiety, and anticipated anxiety in children who received training versus those who did not. Taken together, these results suggest that interpretation bias modification is possible in pre-adolescent children. Moreover, the latter study also shows the effectiveness of positive training on mood. However, it remains to be answered whether such training paradigms have similar effects in pubertal samples, where the risk for anxiety and mood problems is dramatically increased (Lewinsohn et al., 1993; Lewinsohn, Rohde, & Seeley, 1998). Given developmental differences in cognitive maturation between adolescents, adults, and children (Blakemore, 2006, 2008), we cannot necessarily expect the same pattern of results to emerge in response to training in adults and children as in adolescents.

To address this, the current study aimed to investigate the effects of positive and negative CBM on interpretation biases and changes in negative and positive affect in healthy adolescents (aged 13-17) using a modified version of the original adult CBM paradigm (Mathews & Mackintosh, 2000). To increase the ecological validity of training, ambiguous scenarios were developed and modified to increase their relevance to adolescents. Consistent with previous studies (Muris et al., 2008; Muris et al., 2009; Vassilopoulos et al., 2009), we hypothesised that negative bias modification would result in more negative interpretation of new ambiguous situations, increases in negative and decreases in positive affect, while the opposite would be true for positive bias modification.

### Methods

#### Participants

Eighty-two adolescents aged 13 to 17 years (mean age: 15.22 years, SD: 1.38, 53.7% females) were recruited from seven mainstream schools in Oxfordshire and Lancashire, UK. The majority of students (97%) had a Caucasian ethnic background. All participants were fluent in English. Before signing informed assent or consent adolescents and their parents were asked whether the adolescent had a severe reading disability, a diagnosed anxiety or a diagnosed mood disorder. If the answer to this question was positive adolescents were excluded from participation. Due to the differences in each school’s schedules recruitment methods varied across schools. In some, we recruited through whole school assemblies while in others we targeted specific classes through the class teacher. Informed consents were obtained from adolescents aged 16 years or above and from parents/legal guardians of younger adolescents. Adolescents under the age of 16 also provided written assent. Ethical approval was received from the Central University Research Ethics Committee of the University of Oxford.

Adolescents were randomly allocated to either a positive CBM (n=41) or negative CBM (n=41) condition. Prior to the first testing session, we generated a random sequence of ones and twos stratified for gender. We then assigned consecutive participants to either the positive (one) or negative (two) training condition. Groups did not differ according to gender, age, race, or trait anxiety (all p > .11; Table 1). Due to a technical problem with recording participant responses, data are only available for 66 adolescents for the interpretation bias measure after training. Of these 32 received the positive and 34 the negative CBM. These adolescents did not differ from the whole sample (N=82) in terms of gender, age, trait anxiety, or baseline negative affect and positive affect (all ps>.41; further details on request). Analyses for training effects on change in interpretation bias were therefore based on 66 adolescents whereas training effects on mood were analyzed by including the whole sample (N=82).
Table 1. Participant characteristics and training performance.

<table>
<thead>
<tr>
<th></th>
<th>Positive Group</th>
<th>Negative Group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>41</td>
<td>41</td>
</tr>
<tr>
<td>Age (years)</td>
<td>15.2 (0.23)</td>
<td>15.24 (0.21)</td>
</tr>
<tr>
<td>Gender [N (%)]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23 (56.1%) female</td>
<td>21 (51.2%) female</td>
<td></td>
</tr>
<tr>
<td>18 (43.9%) male</td>
<td>20 (48.8%) male</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90.2% white</td>
<td>95% white</td>
<td></td>
</tr>
<tr>
<td>9.8% other (mixed)</td>
<td>5% other (mixed)</td>
<td></td>
</tr>
<tr>
<td>Trait anxiety</td>
<td>36.07 (1.00)</td>
<td>34.54 (1.32)</td>
</tr>
</tbody>
</table>

**Gender and training performance for results on cognition (N = 66)**

<table>
<thead>
<tr>
<th></th>
<th>Positive Group</th>
<th>Negative Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>Gender [N(%)]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16 (50.0%) female</td>
<td>16 (40.7%) female</td>
<td></td>
</tr>
<tr>
<td>16 (50.0%) male</td>
<td>18 (59.3%) male</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>93.33 (1.12)</td>
<td>86.32 (1.8)*</td>
</tr>
<tr>
<td>RT word fragments (ms)</td>
<td>1737.02 (82.21)</td>
<td>2303.88 (161.31)*</td>
</tr>
</tbody>
</table>

Note. *p < .01 for between group difference; % correct = percentage of correctly answered comprehension questions during training; RT word fragments = average reaction time to fill in word fragments during training

Overview of task procedures

The overall procedure is shown in Figure 1. Prior to training all participants completed the Trait Anxiety Inventory for children (Papay & Spiegelberger, 1986) and engaged in a short ‘imagination’ exercise. Research shows that the use of imagery can enhance the effects of CBM (Holmes, Lang, & Shah, 2009; Holmes & Mathews, 2005). Children and adolescents have good imagery abilities and are able to employ imagery when instructed (Harris, 2000; Kosslyn, 1980; Kosslyn, Margolis, Barrett, Goldknopf, & Daly, 1990). In the exercise we asked participants to close their eyes, imagine coming home after school and describe what they could see, hear, smell, taste, and feel. Once adolescents confirmed that they could ‘picture objects, events and feelings in their mind’, they were instructed to apply these principles during the computer task. Overall, adolescents reported no problems with image creation. A reminder imagery exercise, during which participants imagined biting into a lemon, was administered immediately before training.

Participants then underwent our adolescent-version of the CBM task which consisted of a training phase and a testing phase. Mood was assessed before training (T1), immediately after training (T2), immediately before the test (T3), and immediately after the test (T4). As residual changes in mood might confound group differences in interpretational style at the test phase, a picture filler task lasting 10 minutes was included between training and test phase to remove possible mood differences between groups. This task involved participants rating the pleasantness of 60 neutral pictures on visual analogue scales from ‘very unpleasant’ (0 cm) to ‘very pleasant’ (9.8 cm). After completion of all tasks, participants were fully debriefed by the experimenter. Participants in the negative CBM condition also received a brief version of the positive training to neutralize any potential negative effects of negative training.

Cognitive bias modification training

We employed a modified version of the original CBM paradigm for adults (Mathews & Mackintosh, 2000). During the training phase participants were presented with a series of ambiguous situations on a computer screen each ending with a word fragment. Participants were asked to complete the word fragment as quickly as possible by typing in the first missing letter. Completing the word fragment resolved the ambiguity of the situation, which led participants in the positive CBM condition to draw positive interpretations and participants in the negative CBM condition to draw negative interpretations. After each item, participants were presented with a comprehension question, which emphasised the emotional meaning of the situation and could only be answered correctly if the ambiguous situation had been interpreted in the intended
direction. This was followed by immediate feedback (for examples from the original paper, please see Mathews & Mackintosh, 2000).

To increase relevance for adolescents, we developed 50 new ambiguous situations relating to peer and romantic relationships and educational and recreational attainments (Collins, Welsh, & Furman, 2009; Pinkerton & Dolan, 2007; Ryan & Shim, 2008; Seeley, Stice, & Rohde, 2009; Sheeber, Hops, Alpert, Davis, & Andrews, 1997). An example of one scenario is: It is the first day of term. Your new teacher asks everyone to stand up and introduce themselves. After you have finished, you guess the others thought you sounded... . This was followed by a positive or negative word fragment: cl-v-r (clever) or st-p-d (stupid). Participants in the positive CBM condition completed the first while participants in the negative condition completed the second fragment. None of the adolescents tested struggled with these fragments. The comprehension question following this item was: Do you feel unhappy with your introduction? The correct answer was ‘Yes’ for participants in the negative condition and ‘No’ for those in the positive condition, which was followed by feedback about correctness (‘Correct!’ or ‘Wrong!’). Ten ‘distractor’ scenarios were included to make the purpose of training less explicit. Five of these involved completion of word fragments that resolved ambiguity in the opposite direction of assigned training condition. That is, participants in the positive CBM condition completed five word fragments that resolved ambiguity in a negative direction and vice versa for participants in the negative CBM condition. The remaining five distractors involved word fragments that kept the overall valence of the item neutral, for example: ‘You are about to meet up with your friend. Just before you leave, he phones to say that he can’t make it. You think that this is because he is feeling unw--l (unwell)’. Thus, a total of 60 scenarios were used during the training phase. These were presented in five blocks of 12 items containing 10 items in the direction of assigned condition (i.e. positive or negative), one neutral item, and one item in the opposite direction of assigned condition. Situations were presented randomly in each block. The task was self-paced. Participants were reminded to imagine the situations were happening to them at the beginning of each block.

Assessment of subsequent interpretation bias

During the testing phase, a further 10 ambiguous situations were presented, each starting with a title. Again, these items were developed specifically for adolescents. Adolescents were instructed to imagine that each situation was happening to them. They were also explicitly asked to pay attention to the title. This time, however, the word fragment did not disambiguate the situation; for example: ‘The end-of term prom: When the time comes you get on the stage. As you speak, you notice some of the students in the audience start to l--gh (laugh)’. Likewise, the comprehension question did not emphasise the emotional meaning of the situation: ‘Did you get to the stage to speak?’ Immediately after, participants were given a recognition test. The title of the previously presented ambiguous situation (‘The end-of-term prom’) was presented at the top of the screen with four recognition statements. None of these statements used the exact words of the situations but yielded similar meanings. Two sentences comprised ‘targets’ depicting either a positive (‘As you speak, students in the audience start to laugh approvingly’) or a negative interpretation (‘As you speak, students in the audience find your efforts laughable’). The remaining two sentences comprised ‘foils’, statements that were related to the emotional valence of the situations but also included information that was not explicitly given in the ambiguous situations (positive foil: ‘As you speak, students in the audience start to applaud your comments’, negative foil: ‘As you speak, students in the audience start to yawn’).

Participants were instructed to rate the similarity of each of these sentences to those presented during the test phase on a scale from 1 (very different in meaning) to 4 (very similar in meaning). Successful interpretation bias modification would be indicated if adolescents in the positive condition gave higher similarity ratings for positive targets than for negative targets; and likewise if adolescents in the negative training rated negative targets as more similar to previously viewed situations than positive targets (Mathews & Mackintosh, 2000). In the original paradigm foils were included to investigate whether training effects specifically altered interpretation styles or whether it facilitated general response biases to valenced material (i.e. the tendency to give higher similarity ratings to positive or negative information more generally). All items and questions were presented on a portable computer Acer ‘Travelmate 4720’ on a 14” screen with E-Prime 2.0 (Psychology Software Tools, 2007), which also recorded responses and reaction times.

Assessments of mood changes

To assess self-rated mood, we developed 12 visual analogue scales (VAS), measuring negative and positive affect. Items with high face-validity for each emotion were chosen from the state anxiety scale of the State/Trait Anxiety Inventory for children (Papay & Spiegelberger, 1986), and the Positive and Negative Affect Scales for children (PANAS-C) (Laurent et al., 1999), both of which have satisfactory psychometric properties (Laurent et al., 1999; Papay & Spiegelberger, 1986). Consistent with the finding that the high co-occurrence of anxiety and depression (Lewinsohn et al., 1993) is mediated through nonspecific negative affect (Clark & Watson, 1991), four items for state anxiety (nervous, worried, anxious, and scared) and four items for depressed
affect (sad, upset, miserable, and gloomy) were combined to index negative affect. Another four items assessed positive affect (happy, calm, cheerful, and energetic). The VAS were 9.8 cm long between ‘not [emotion] at all’ (0 cm) and ‘very [emotion]’ (9.8 cm). Participants indicated how they were feeling at the current moment by marking the line.

Statistical analyses
A 2x2x2 repeated measures ANOVA explored the effects of two between subject factors (Training group: positive vs. negative, Gender: male vs. female) and one within-subject factor (Valence: positive vs. negative) on similarity ratings for targets and for foils in SPSS 16.0 (Chicago, IL). Analyzing targets and foils separately is consistent with previous studies (e.g. Mathews & Mackintosh, 2000). Trait anxiety and age were included as covariates. Concerning targets, one participant was excluded as an outlier (similarity ratings>3SD above the mean) (female, positive condition). These analyses were thus conducted on 65 adolescents. Likewise, a 2x2x2 repeated measures ANOVA was conducted on changes in negative and positive affect from before to after training with two between-subject factors (Training condition, Gender) and one within-subjects factor (Time: T1 vs. T2). Again, trait anxiety and age were included as covariates. Significant interactions were followed-up with independent sample t-tests for between-group differences and paired sample t-tests, assessing within-group differences from before to after training for each training group separately. Trait anxiety, age, and gender were only included in follow-up analyses if they significantly modified the 2-way training-group-by-time interaction. Between-group differences in mood at all four time points (T1, T2, T3, and T4) and training performance were assessed with independent sample t-tests. Whenever assumptions of normality or sphericity were violated, the non parametric equivalent for the independent sample t-test, the Mann-Whitney-U test (test statistic U), was employed. These analyses were based on the whole sample (N=82).

Results
Group differences in interpretation bias
For targets, the full model with two between-subject factors (Training condition, Gender), one within subject factor (Valence), and two covariates (Trait anxiety, Age) revealed a main effect of Gender, $F(1, 59)=4.4$, $p<.04$, $\eta^2=.07$, and crucially, a significant Training-Group-by-Valence interaction, $F(1, 59)=24.24$, $p<.01$, $\eta^2=.41$. No other main or interaction effects were significant ($p$s>.53). Girls assigned higher similarity to all test items than boys. Compared to the negative training group, the positive training group rated positive targets as more similar, $t(63)=2.84$, $p<.01$, $r=.34$, and negative targets as less similar, $t(63)=-4.54$, $p<.01$, $r=-.5$, to ambiguous situations in the test phase. The positive group also rated positive targets as more similar to the situations than negative targets, $t(30)=-6.03$, $p<.01$, $r=.74$. This within-group effect did not emerge for the negative training group ($t(33)=1.14$, ns) (Figure 2).

For foils, the full model revealed only a significant Training-Group-by-Valence interaction, $F(1, 60)=5.57$, $p<.05$, $\eta^2=.09$. All other main and interaction effects were not significant ($p$s>.53). Post hoc analyses showed that the positive training group rated positive foils as more similar to the ambiguous situations than negative foils, $t(31)=-3.67$, $p<.01$, $r=-.55$. None of the other between- or within group t-tests yielded significant findings (all $p$s>.16) (Figure 2).

Figure 2. Similarity ratings for positive and negative targets and foils across training groups in the testing phase. ** $p < .01$. Higher similarity ratings indicated greater resemblance of the item to the ambiguous situation.
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Group differences in mood changes

For negative affect, the full model revealed a significant main effect for trait anxiety, $F(1, 76)=14.43, p<.001, \eta^2=.16$, a significant Trait-anxiety-by-Time interaction, $F(1, 76)=6.14, p<.05, \eta^2=.08$, and finally, the predicted Training-Group-by-Time interaction, $F(1, 76)=4.12, p<.05, \eta^2=.05$ (Table 3). Those with higher levels of trait anxiety reported more negative affect overall. However, individuals with higher trait anxiety also showed larger reductions of negative affect from before to after training, $r=.34, p<.01$. Post-hoc tests for the Training-Group-by-Time interaction revealed that for adolescents in the positive group, negative affect significantly decreased from before to after training, $t(40)=2.73, p<.01, r=.40$, whereas it did not change for adolescents in the negative condition, $t(40)=-.64, ns$ (Table 2).

The complete model for positive affect revealed no main effects (all $p$s>.05) but a significant Gender-by-Group-by-Time interaction, $F(1, 76)=5.03, p<.05, \eta^2=.07$ (Table 3). Splitting this up for gender groups revealed a significant Group-by-Time interaction in boys, $F(1, 36)=5.24, p<.05, \eta^2=.15$: positive affect only decreased in those receiving negative training, $t(19)=2.76, p<.05, r=.54$ but did not change in the positive CBM group, $t(17)=-.24, ns$. This Group-by-Time interaction did not emerge for girls, $F(1, 76)=1.2, p=.28, ns$. Instead, only a Trait anxiety-by-Time interaction emerged, $F(1, 40)=4.24, p<.05, \eta^2=.11$. Here, girls with higher trait anxiety showed smaller reductions of positive affect across time ($r=-.29, p=.06, ns$).

Overall, independent sample t-tests for mood differences between the groups at T1, T2, T3, and T4 were conducted to assess whether fundamental differences in mood could have confounded results from the test-phase. None of the comparisons revealed significant effects (all $p$s>.24) (Table 3).

Table 2. Negative and positive affect at time point 1 (T1), time point 2 (T2), time point 3 (T3), and time point 4 (T4).

<table>
<thead>
<tr>
<th>State</th>
<th>Positive Group</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>2.67 (1.75)</td>
<td>2.07 (1.71)</td>
<td>1.53 (1.61)</td>
<td>1.36 (1.40)</td>
</tr>
<tr>
<td></td>
<td>Males</td>
<td>2.97 (1.57)</td>
<td>2.33 (1.80)</td>
<td>1.73 (2.15)</td>
<td>1.59 (1.75)</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>2.44 (1.87)</td>
<td>1.86 (1.65)</td>
<td>1.38 (1.04)</td>
<td>1.18 (1.05)</td>
</tr>
<tr>
<td></td>
<td>Negative Group</td>
<td>All</td>
<td>2.33 (1.69)</td>
<td>1.96 (1.62)</td>
<td>1.39 (1.36)</td>
</tr>
<tr>
<td></td>
<td>Males</td>
<td>2.44 (1.59)</td>
<td>2.04 (1.76)</td>
<td>1.50 (1.39)</td>
<td>1.25 (1.17)</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>2.23 (1.82)</td>
<td>1.87 (1.52)</td>
<td>1.27 (1.36)</td>
<td>1.42 (1.76)</td>
</tr>
<tr>
<td></td>
<td>Negative affect</td>
<td>Positive Group</td>
<td>All</td>
<td>1.53 (1.74)</td>
<td>1.51 (1.72)</td>
</tr>
<tr>
<td></td>
<td>Males</td>
<td>1.64 (1.89)</td>
<td>1.92 (2.01)</td>
<td>1.33 (1.89)</td>
<td>1.86 (2.52)</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>1.44 (1.56)</td>
<td>1.18 (1.42)</td>
<td>0.97 (1.06)</td>
<td>1.08 (1.30)</td>
</tr>
<tr>
<td></td>
<td>Negative Group</td>
<td>All</td>
<td>1.01 (1.07)</td>
<td>6.23 (1.72)*</td>
<td>1.33 (1.46)</td>
</tr>
<tr>
<td></td>
<td>Males</td>
<td>1.09 (1.08)</td>
<td>1.92 (2.14)</td>
<td>1.60 (1.21)</td>
<td>1.37 (1.07)</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>0.93 (1.08)</td>
<td>1.11 (1.26)</td>
<td>1.07 (1.54)</td>
<td>1.18 (1.57)</td>
</tr>
</tbody>
</table>

Note. *p < .05 for change from T1 to T2, T1 = before training, T2 = after training, T3 = after picture filler task, T4 = after recognition test. All values are given in cm on visual analogue scales. Higher values indicate that this emotion was experienced more.
Interpretation bias modification in adolescents

Chapter 6

Interpretation bias modification in adolescents

CBM training paradigm for adolescents successfully induced interpretation biases targets for cognitive therapies. Our study yielded two key findings. First, our modified has important implications for understanding early risk mechanisms and developing adulthood (Pine et al., 1998), studying the plasticity of cognitive biases in this age adolescents. As adolescent anxiety and mood problems predict later episodes in This study is the first to examine interpretation bias modification training in healthy adults and children. Numerous studies have shown that positive and negative training induces group differences in the interpretation of new ambiguous situations presented immediately and even 24 hours after training (Holmes & Mathews, 2005; Mathews & Mackintosh, 2000; Muris et al., 2008; Muris et al., 2009; Salemink, van den Houdt, & Kindt, 2007; Vassilopoulos et al., 2009; Yiend et al., 2005). This is the first study to replicate findings in a pubertal sample, suggesting that interpretation biases are plastic in this age range. While a significant training-group-by-valence interaction also characterized foils, these effects were weaker, perhaps suggesting that training affects interpretation specifically and not response bias in general. We also found that modification training alters positive as well as negative mood but like adult data, these trends were less consistent and more work will be needed to verify these.

Our training effects on interpretations biases in adolescents extend previous data on in the intended direction. Adolescents in the positive training condition endorsed more positive and less negative interpretations of new ambiguous situations than adolescents in the negative condition. This effect was not merely attributable to differences in mood as there was no group difference in mood immediately before the testing phase (T3). Second, positive training resulted in decreased negative affect across participants and negative training decreased positive affect but for boys only.

Our training effects on interpretations biases in adolescents extend previous data on health adults and children. Numerous studies have shown that positive and negative training induces group differences in the interpretation of new ambiguous situations presented immediately and even 24 hours after training (Holmes & Mathews, 2005; Mathews & Mackintosh, 2000; Muris et al., 2008; Muris et al., 2009; Salemink, van den Houdt, & Kindt, 2007; Vassilopoulos et al., 2009; Yiend et al., 2005). This is the first study to replicate findings in a pubertal sample, suggesting that interpretation biases are plastic in this age range. While a significant training-group-by-valence interaction also characterized foils, these effects were weaker, perhaps suggesting that training affects interpretation specifically and not response bias in general. We also found that modification training alters positive as well as negative mood but like adult data, these trends were less consistent and more work will be needed to verify these.

The current results speak to the apparent effectiveness of the positive CBM relative to the negative CBM. First, adolescents in the positive condition were faster in completing word fragments and more accurate in their responses to comprehension questions during training. Second, within-group differences emerged among individuals receiving positive training such that significantly more positive than negative interpretations were drawn over new ambiguous situations. These within-group differences raise questions over the mechanisms through which positive training exerts its effects. Positive training could either increase the salience of positive relative to negative interpretations or decrease the salience of negative interpretations relative to positive interpretations, both of which would result in a greater difference between positive and negative interpretations. Disentangling these alternatives relies on baseline measures of interpretation bias. Consistent with the adult literature positive training effects on reduced negative affect were significant and promising, albeit smaller than effects on cognition.

These results need to be viewed in light of several limitations. First, we did not include a baseline measure of interpretation bias, because pre-exposure to the outcome variable (i.e. assessment of interpretation bias via ambiguous situations and recognition

### Table 3. Main effects and interactions for differences in negative and positive affect from time point 1 (T1) to time point 2 (T2) and between group differences in mood at T1, T2, T3, and T4

<table>
<thead>
<tr>
<th></th>
<th>NA</th>
<th>PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete analysis for differences between T1 and T2 (main effects and interactions)</td>
<td>p=ns</td>
<td>p=ns</td>
</tr>
<tr>
<td>time</td>
<td>p=ns</td>
<td>p=ns</td>
</tr>
<tr>
<td>Group</td>
<td>p=ns</td>
<td>p=ns</td>
</tr>
<tr>
<td>Gender</td>
<td>p=ns</td>
<td>p=ns</td>
</tr>
<tr>
<td>time x group</td>
<td>F(1, 76) = 4.12*</td>
<td>p=ns</td>
</tr>
<tr>
<td>time x gender</td>
<td>p=ns</td>
<td>p=ns</td>
</tr>
<tr>
<td>time x group x gender</td>
<td>p=ns</td>
<td>F(1, 76) = 4.26*</td>
</tr>
</tbody>
</table>

**Independent sample t-tests for differences between groups**

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
</tr>
</thead>
<tbody>
<tr>
<td>p=ns</td>
<td>p=ns</td>
<td>p=ns</td>
<td>p=ns</td>
<td>p=ns</td>
</tr>
</tbody>
</table>

Note *p<.05, NA=negative affect, PA=positive affect. Trait anxiety and age were entered as covariates.

**Group differences on training task performance**

Adolescents in the positive condition were significantly faster in completing word-fragments than were adolescents in the negative condition, U=247.00, p<.01, r=.42. Adolescents in the positive training condition were also more accurate (Mdn = 95%) in response to comprehension questions than adolescents in the negative training condition (Mdn = 88%), U=277.00, p<.01, r=.47 (Table 1). To eliminate the confound that between-group differences in accuracy of responses to comprehension questions and therefore receipt of positive feedback during training would influence training-specific changes, percentage of correct responses was included as a covariate in the above analyses for interpretation bias. Percentage of correct responses to comprehension questions did not correlate with any of the mood measures, suggesting that it did not confound training specific mood changes.

**Discussion**

This study is the first to examine interpretation bias modification training in adolescents. As adolescent anxiety and mood problems predict later episodes in adulthood (Pine et al., 1998), studying the plasticity of cognitive biases in this age has important implications for understanding early risk mechanisms and developing targets for cognitive therapies. Our study yielded two key findings. First, our modified CBM training paradigm for adolescents successfully induced interpretation biases in the intended direction. Adolescents in the positive training condition endorsed more positive and less negative interpretations of new ambiguous situations than adolescents in the negative condition. This effect was not merely attributable to differences in mood as there was no group difference in mood immediately before the testing phase (T3). Second, positive training resulted in decreased negative affect across participants and negative training decreased positive affect but for boys only.

Our training effects on interpretations biases in adolescents extend previous data on health adults and children. Numerous studies have shown that positive and negative training induces group differences in the interpretation of new ambiguous situations presented immediately and even 24 hours after training (Holmes & Mathews, 2005; Mathews & Mackintosh, 2000; Muris et al., 2008; Muris et al., 2009; Salemink, van den Houdt, & Kindt, 2007; Vassilopoulos et al., 2009; Yiend et al., 2005). This is the first study to replicate findings in a pubertal sample, suggesting that interpretation biases are plastic in this age range. While a significant training-group-by-valence interaction also characterized foils, these effects were weaker, perhaps suggesting that training affects interpretation specifically and not response bias in general. We also found that modification training alters positive as well as negative mood but like adult data, these trends were less consistent and more work will be needed to verify these.

The current results speak to the apparent effectiveness of the positive CBM relative to the negative CBM. First, adolescents in the positive condition were faster in completing word fragments and more accurate in their responses to comprehension questions during training. Second, within-group differences emerged among individuals receiving positive training such that significantly more positive than negative interpretations were drawn over new ambiguous situations. These within-group differences raise questions over the mechanisms through which positive training exerts its effects. Positive training could either increase the salience of positive relative to negative interpretations or decrease the salience of negative interpretations relative to positive interpretations, both of which would result in a greater difference between positive and negative interpretations. Disentangling these alternatives relies on baseline measures of interpretation bias. Consistent with the adult literature positive training effects on reduced negative affect were significant and promising, albeit smaller than effects on cognition.

These results need to be viewed in light of several limitations. First, we did not include a baseline measure of interpretation bias, because pre-exposure to the outcome variable (i.e. assessment of interpretation bias via ambiguous situations and recognition
items before training) may encourage adolescents to anticipate the purpose of the test phase. However, this has limited our ability to draw conclusions on whether training conditions actually induced changes in interpretation biases. Second, to ensure that we completed testing in an appropriate time frame, we assessed mood changes using simple visual analogue scales. While these measures offer an initial indication of whether interpretation bias modification can affect mood in adolescents, they may be less valid than standardized questionnaires such as the PANAS-C (Laurent et al., 1999) or STAI-C (Papay & Spiegelberger, 1986). Use of these questionnaires in future studies will allow further extrapolations of adult findings to those in adolescents (e.g., Holmes et al., 2009; Holmes, Mathews, Dagleish, & Mackintosh, 2006; Mathews & Mackintosh, 2000). Third, because of a need to minimize disruption to each school’s routines and schedules, our methods of recruitment across schools ranged from brief presentations at whole school assemblies to more targeted invitations aimed at specific classes organised by a school teacher. Therefore, obtaining an accurate and meaningful rate of participation was problematic. However, the range of schools that we approached was diverse, suggesting that the recruited sample, though self-selecting, is likely, was representative. Finally, timing constraints prevented more elaborate assessments of other background factors such as social class and life stress, which may also inform the sample’s representativeness in future studies.

Regardless of these caveats, our results carry exciting implications for understanding the role of interpretation biases on subsequent pathological emotional development. Adult data have already begun to address the effects of training on stress reactivity (Hirsch, Hayes, & Mathews, 2009; Holmes et al., 2009; Mackintosh et al., 2006; Wilson, Macleod, Mathews, & Rutherford, 2006). These data suggest that vulnerability associated with negative cognitive biases may be expressed by increasing risks for anxiety and mood problems in the presence of stress. These questions await investigation in youth.

More importantly, these findings also carry clinical implications, raising the questions of whether modification of interpretation biases using positive training can attenuate future negative outcomes. Promising findings in adults (Hirsch et al., 2009; Holmes et al., 2009; Wilson et al., 2006) and children (Vassilopoulos et al., 2009) demonstrate that vulnerable individuals show reduced negative interpretation biases, anxiety, and depression (Blackwell & Holmes, 2010) after positive training. Clearly, more research is warranted on the long-term effects of these changes, but potentially CBM could serve as a powerful adjunct to treatment, as a relatively simple and cost-effective tool (Koster, Fox, & MacLeod, 2009). More specifically, a computerized delivery of CBM may be more appealing to youth. Thus, the possibility that CBM could be used to modify early-emerging negative biases as a preventative intervention among high-risk youth is especially intriguing.

In summary, this study has demonstrated that interpretation bias modifications in healthy adolescents is not only possible but also affects mood. These findings replicate previous research and suggest that a positive interpretation style immediately decreases negative affect. Future research should consider including standardized mood measures, pre-training assessment of baseline interpretation bias, and assessment of stress reactivity after training to gain further insight about the developmental and maintenance mechanisms underlying anxiety and mood problems in this high risk age group.
Acknowledgements

The authors are very grateful to schools and students who participated in this study. We greatly appreciated the help with data collection of Katie Lockwood, Kerrie Channer, and Emma Molyneaux and earlier discussion with Bundy Mackintosh about CBM.

References


Chapter 6

Interpretation bias modification in adolescents


How to boost positive interpretations?
A meta-analysis of the effectiveness of cognitive bias modification for interpretation


1 Department of Psychiatry and Psychology, South Limburg Mental Health Research and Teaching Network, EURON, Maastricht University, The Netherlands
2 Department of Experimental Psychology, Oxford University, UK
3 Visiting Professor of Psychiatric Epidemiology King’s College London, King’s Health Partners Department of Psychosis studies Institute of Psychiatry, UK
4 Psychology Department, Institute of Psychiatry, Kings College London, UK

PLoS One, 9, http://dx.doi.org/10.1371/journal.pone.0100925, article id e100925
Abstract
The current meta-analysis explores the strength of effects of cognitive bias modification training for interpretation bias (CBM-I) on positive (i.e., adaptive) interpretations and mood as well as the training and sample characteristics influencing these effects.

Data-bases were searched with the key words “interpret* bias AND training” and “interpret* bias AND modif*”. Reference lists of identified articles were checked and authors of identified articles were contacted for further relevant articles and unpublished data. Studies were reviewed for inclusion with eligibility criteria being that the study (a) aimed to target interpretation biases through any kind of training, (b) assessed mood and/or interpretation bias as outcome measures, (c) allocated individuals to training conditions at random, and (d) recruited adult samples. A meta-analytic multilevel mixed-effects model was employed to assess standardized mean changes in interpretation bias, negative mood, and emotional reactivity. In addition, several training and sample characteristics were explored for their potential to enhance benign training effectiveness.

On average, benign CBM-I resulted in an increase in positive interpretation bias ($p<.01$) and a decrease in negative mood state ($p<.001$), but did not affect emotional reactivity. These effects were not consistently different from control conditions with no or neutral training. However, within benign training conditions imagery instructions and more training sessions were related to larger cognitive and mood effects, whereas feedback about training performance and inclusion of non-benign training items (instead of including benign items only) boosted cognitive effects only. Finally, training was more effective in women (cognitive and mood effects) and presumably samples with symptomatic emotional dysregulation (cognitive effects).

Although the effects of emotional dysregulation and number of training sessions could not well be distinguished, there is an indication that when used with imagery instructions and more training sessions, benign CBM-I can be employed as a useful complementary treatment to usual psychotherapies.

Clinically relevant anxiety and depression are common, affecting up to 30% of individuals during their lifetime (Furmark et al., 2002; Gopinath, Katon, Russo, & Ludman, 2007). These conditions are distressing, disruptive, and costly (Furmark et al., 2002), prompting calls for more research into their treatment and prevention. Cognitive bias modification (CBM) training may be able to partially address this need. CBM training aims to modify information-processing biases linked to anxiety and depression through computerized, repeated practice that reinforces more adaptive styles of processing. An added benefit of CBM is that it can be implemented with relative ease. While recent individual studies appear promising, questions remain on the degree to which CBM can actually ‘correct’ biases and reduce symptomatology.

CBM for interpretation biases (CBM-I) focuses on modifying interpretation biases and draws on extant data from cognitive psychology showing that anxiety and depression are characterized and maintained by negative interpretation biases. This is the tendency to draw negative interpretations from cognitive psychology showing that anxiety and depression are characterized and maintained by negative interpretation biases. This is the tendency to draw negative interpretations from ambiguous stimuli (Koster, Fox, & MacLeod, 2009; Mogg & Bradley, 2005). CBM-I capitalizes on these findings by aiming to ‘train’ more adaptive interpretational styles. There are three main training methods: the homograph paradigm (SGrey & Mathews, 2000), the word-sentence association task (WSAT) paradigm (Beard & Amir, 2008), and, perhaps most widely-used, the ambiguous situations (AS) paradigm (Mathews & Mackintosh, 2000). In each paradigm, ambiguous stimuli are presented to participants across multiple trials – with trials ending with a response from the participant that resolves the stimulus in a benign direction. For example, stimuli can be ambiguous homographs, which are words that have both a negative and a benign meaning (e.g., ‘patient’, which can be interpreted as a doctor’s patient implying something negative like illness, but can also be interpreted as the human capacity of endurance implying a positive character trait), or ambiguous sentences and situations, which can be interpreted in either a negative or benign manner (e.g., “Having finished painting the lounge, you invite friends around to dinner. As they walk into the room, you can see that they are surprised. Their reaction is one of…” can be interpreted to mean that the friends are pleased or displeased). Stimulus presentations are then followed by a “probe” to which the participants must respond. Usually these “probes” are word fragments, which must be completed by the participant by indicating the first missing letter (e.g., in case of the ambiguous situation described above, this could be pl—sure for pleasure or h—rr—r for horror). By correctly completing these words, the ambiguity of the stimulus is resolved in a benign direction for the benign CBM-I condition. During comparison conditions, the stimuli are resolved negatively or neutrally. Usually, the word fragments are presented in such a way that there is only one possible solution. To further encourage a valenced interpretation...
of the ambiguous stimulus, trainings have made use of adding a comprehension question (e.g., in case of the ambiguous situation described above, this could be “Did your friends like your lounge?” with a correct ‘yes’-response for the benign and ‘no’-response for the negative training condition) and feedback about response accuracy (Mathews & Mackintosh, 2000).

Training effectiveness is typically assessed with either change in measures of interpretation biases and mood or after training only. Additionally, assessing subsequent mood-reactivity to emotional challenges aims to address whether CBM-I is able to impact on exuberant increase in negative mood in response to stressful stimuli. Several emotional challenges have been employed to investigate whether CBM-I can impact on responses to ‘stress’ stimuli. Stressors have included videos showing accidents, e.g., see (Mackintosh, Mathews, Yiend, Ridgeway, & Cook, 2006), unsolvable anagram tasks, e.g., see (Salemink, van den Hout, & Kindt, 2009), or negative mood inductions, e.g., see (Holmes, Lang, & Shah, 2009). While earlier CBM-I studies used training methods to investigate whether generating benign and negative interpretations would, in unselected/healthy samples, alter mood and/or mood reactivity, more recent studies have assessed the suitability of these training methods to improve anxious and depressive moods in subclinical and clinical samples.

Other than individual studies, there is initial meta-analytic evidence for the effectiveness of benign CBM-I. Hallion and Ruscio (2011) investigated the effects of CBM-I in combination with another training package, CBM for attention (CBM-A). They reported significant and large post-training differences in interpretation biases and mood states of benign CBM-I as compared to control conditions (Hallion & Ruscio, 2011). Although these findings are very encouraging, some further elaboration is required to address the potential clinical effectiveness of benign CBM-I for several reasons. First, based on the results above, the possibility remains that a pre-existing tendency to select positive over negative interpretations (i.e., an optimistic bias) can account for the large post-training differences between the benign and control conditions. Although participants were randomly assigned to training conditions, significant post-training differences between training conditions could also have arisen solely from trained differences in the opposite direction among the comparison groups. Comparison groups have included ‘no training’ to control for natural fluctuations for that sample on outcome measures; ‘neutral training’ (where there is roughly an equal number of benign and negative resolutions across training items) to control for possible ‘placebo’ effects of CBM-I training; and ‘negative training’ (where consistently negative resolutions of ambiguity are presented) to explore whether post-training differences between benign and negative training are driven by negative changes in the negative training, positive changes in the benign training, or both. If post-training differences between groups (Hallion & Ruscio, 2011) were mainly driven by negative changes within the comparison groups, the clinical benefit of benign CBM-I would be questionable.

Second, although the existing meta-analysis (Hallion & Ruscio, 2011) suggests significant post-training differences between groups on anxiety and depression symptoms, the effects were rather small after an emotional challenge (Hallion & Ruscio, 2011). Anxiety and depression symptoms were conceptualized by merging mood-measures and more elaborate symptom-measures such as the Hamilton Anxiety Rating Scale or the Beck Depression inventory. However, several symptom scales were developed for use within clinical samples only and may vary minimally in undiagnosed participants (Beck, Steer, & Garbin, 2011; Hamilton, 1960) – with whom the majority of CBM-I studies have been conducted (Hallion & Ruscio, 2011). Furthermore, findings on training effects on symptoms have been mixed in individual studies, e.g. see (Mackintosh et al., 2006; Yiend, Mackintosh, & Mathews, 2005), and finally, changes in symptoms such as rumination immediately after CBM-I – even in clinical samples – may be considered unlikely. In contrast, continuous variation in mood states not only may be used to characterize the common symptom ‘low mood’ of anxiety and depression but also can be measured reliably in general population samples (APA, 2000; Csikszentmihalyi & Hunter, 2003), particularly in response to emotional challenges (Blackhart, Nelson, Knowles, & Baumeister, 2009). Clearly addressing the effects on CBM-I on mood-states only would help drawing a clearer picture about its potential clinical effectiveness.

Besides expanding Hallion & Ruscio’s pioneering meta-analysis by addressing both the change within the benign condition and the effects on mood only, we most of all need to know how to optimize effects and pin down the factors that make it effective (Hallion & Ruscio, 2011). It is currently unclear whether one of the various CBM-I paradigms used (i.e., homograph, AS, and WSAT) is more effective than others. It has also been suggested by individual studies that training is more effective when participants have to (a) generate words and meaning of ambiguity themselves instead of simply being exposed to them (Mathews & Mackintosh, 2000), and (b) imagine the situations happening to themselves instead of processing stimuli more passively (Holmes et al., 2009; Holmes, Mathews, Dalgleish, & Mackintosh, 2006). Furthermore, it has been proposed that the administration of feedback about response accuracy will reinforce participants “for making valenced interpretations” (p.606) (Mathews & Mackintosh, 2000, p. 606). However, to the best of the authors’ knowledge, this has not yet been systematically tested.
Additional training characteristics, such as the mode of stimuli presentation (visual or auditory), and the ratio of training items in the benign training direction to the total number of presented items (i.e., does the fraction of benign items matter?) also frequently vary between CBM-I studies but have not yet been systematically investigated. Recent studies have also specifically assessed the potential clinical use of CBM-I across several training sessions (Amir & Taylor, 2012; Beard & Amir, 2008; Williams, Blackwell, Mackenzie, Holmes, & Andrews, 2013), suggesting that multiple sessions will increase effectiveness. Finally, it is commonly accepted that people with emotional symptoms suffer from negative interpretation biases, e.g., see (Koster et al., 2009; Mogg & Bradley, 2005) and women present more often with emotional problems than men, e.g. see (Husky, Mazure, Maciejewski, & Swendsen, 2009). It is therefore of clinical relevance to investigate whether benign CBM-I is particularly effective in symptomatic and female samples.

In the current meta-analysis, we first explore benign CBM-I as a possible clinical tool by examining the within group change in interpretational style and mood state and second, we assess factors that increase the effectiveness of benign CBM-I. Because we are primarily interested in the potential benefits of benign CBM-I, we conceptualized changes in interpretation bias as increases in positive interpretations (i.e., defined as an adaptive interpretation bias encompassing both benign and explicit positive interpretation styles) as opposed to decreases in negative interpretations. Indeed, previous research has shown that healthy individuals more likely draw positive than negative interpretations of ambiguous situations, whereas individuals with a current anxiety disorder are more likely to draw almost as many positive as negative interpretations (Eysenck, Mogg, May, Richards, & Mathews, 1991). Therefore, the difference between positive and negative interpretation bias after training has been of great interest to researchers and these indices were reported in the majority of studies. We therefore also assessed the post-training endorsement of positive versus negative interpretations.

Next, we assessed changes in negative mood from pre- to post-training as well as in response to an emotional challenge. In a second step, we compared these changes/ differences in the benign CBM-I group with various control conditions and explored the degree to which the change in interpretation bias was associated with the change in mood in response to benign CBM-I training. To the extent that benign CBM-I was effective at changing interpretational style and mood within the benign condition, we investigated whether this effect varied across various training characteristics but also across sample characteristics, such as age, sex, and the inclusion of high symptomatic individuals.

Methods
Protocol
The protocol for reviewing the articles was developed by the first author based on the suggested strategy for reviewing the articles by Lipsey and Wilson (Eysenck et al., 1991) and adhered to the PRISMA guidelines (Table S1). Overall, the protocol consisted of a detailed description of the criteria to be employed for the search strategy, deciding on study eligibility, coding of the necessary variables, and procedures for resolving disagreements in coding (please see below ‘eligibility criteria’, ‘information sources and search’, ‘study selection’, ‘data collection process’, and ‘data items’ for the detailed description).

Eligibility criteria
Eligibility was assessed based on five criteria. First, the study aimed to target interpretation biases through any kind of training. Second, for studies with more than one training group, allocation to training groups was done at random to prevent confounding of the data by any third variables such as personal preference. Third, interpretation biases and/or mood state had to be assessed as the outcome measure to allow the assessment of training effectiveness. Fourth, the sample consisted of healthy adults, adults with subclinical/high-trait symptoms, or adults with clinical diagnoses of any anxiety or major depressive disorder. We did not include studies of child and adolescent samples as the relationship between cognition and mood may vary across development (Neshat-Doost, Taghavi, Moradi, Yule, & Dagleish, 1998). Fifth, studies had to be published in English, German, or Dutch. All identified publications including articles, conference abstracts, and dissertation abstracts were considered eligible.

Information sources and search
In November and December 2010, databases (i.e., EMBASE, Medline, PsychArticles, Psychology & Behavioral Science Collection, PsycINFO, Science Direct, and Web of Science) were searched simultaneously with the key words “interpret* bias AND training” and “interpret* bias AND modif*” for publications in this area between 1992 and 2010. To the authors’ knowledge, CBM-I was first introduced in 2000; additional searches for the years 1992 through 1999 were conducted to ensure that no earlier and possibly less popular accounts were missed. All reference lists of identified articles were cross-checked for further relevant articles. All authors of identified articles were also contacted with a request to send any additional relevant literature and/or unpublished data that might be appropriate for inclusion into the meta-analysis. Finally, follow-up literature searches were conducted in October 2011 and June 2013 for studies published since our first and second search.
Study selection

All hits were screened in a standardized fashion adhering to the PRISMA guidelines (Preferred Reporting Items for Systematic Reviews and Meta-analyses; Moher, Liberati, Tetzlaff, Altman, & The-PRISMA-Group, 2009) involving: screening the titles, abstracts, and finally the whole article for eligibility criteria. The whole screening procedure was conducted independently by two researchers (CML and PH for the first two searches, and CML and SH for the last search). If researchers did not agree on inclusion, the article was nevertheless included in the next screening stage to minimize chances of premature exclusion. All articles fulfilling eligibility criteria were included in the meta-analysis if sufficient data were available (either provided in the text or by researcher on request).

Data collection process

All included articles were independently coded by at least two researchers (CML, PH, ZK, and SH) using a standardized coding protocol and appropriate forms (available upon request from the first author; also see 'protocol'). The summary statistics necessary to compute the effect sizes (see below) were retrieved from the articles by at least two independent coders (CML, PH, ZK, and SH), compared, and if necessary adapted. All missing data were requested from authors via e-mail. As most primary articles report between-group differences at post-training rather than within-group comparisons, almost all authors were contacted. All but five out of 35 of those contacted responded positively (response rate = 86%).

Data items

Articles were first coded on the basis of inclusion of the different training conditions used. We distinguished between four conditions: (i) Benign training, where the majority of ambiguous stimuli were resolved in a positive or non-negative direction; (ii) Negative training, where the majority of ambiguous stimuli were resolved in a negative, threatening, or harmful direction; (iii) Neutral training, where ambiguous stimuli were resolved in an overall neutral direction (either by presenting the same amount of stimuli in benign and negative directions, or by resolving stimuli in a neutral direction); and (iv) no training, in which participants were not exposed to any form of interpretation bias training but were simply tested and re-tested on selected outcome measures. Outcome measures were categorized into one of three categories, namely cognition (i.e., any kind of interpretation bias assessment), mood, or other. For each available outcome measure, (a) the sample size (N or df), (b) the mean before and after training or the mean difference between before and after training, (c) the standard deviation, variance, or standard error for before and after training or for the difference between before and after training, and (d) the correlation or the dependent sample t-value between before and after training were recorded.

Articles were also coded with regard to potential moderators, consisting of sample and training characteristics. Sample characteristics included age (mean age of whole sample), sex (percentage of men in the whole sample), and presence of high levels of anxiety and depressive symptoms (including clinical diagnosis) in participants. Training characteristics included the type of training paradigm used (AS, homograph, WSAT, or other), format of training (generation of the meaning of words and situations versus simple exposure), pre-training instructions (presence or absence of the use of mental imagery), modality of training (visual or auditory), use of feedback (presence or absence of feedback about participant’s response (correct/incorrect)), the training ratio (ratio between the number of stimuli in the training direction to the total number of stimuli), and frequency (the total number of training sessions).

Risk of bias in individual studies

Risk of bias in individual studies was attempted to be kept at a minimum by making randomization to training condition an inclusion criteria for those reports including more than one training condition. For those studies that administered training across several sessions, attrition (percentage of drop-out) within each training condition was coded as a proxy for risk of selected attrition in the benign condition.

Summary measures

Individual effect size estimates were computed for each study and for each training condition separately across the following four (within-group) contrasts: (i) post-training endorsements of positive versus negative interpretations; (ii) pre-training versus post-training endorsements of positive interpretations; (iii) pre-training versus post-training negative mood ratings; and (iv) pre-emotional challenge versus post-emotional challenge negative mood ratings. Please note that ‘positive’ interpretations were defined as including both benign and ‘non-threat’ as well as explicit positive interpretations. As the effect size measure for the meta-analysis, we used the standardized mean difference for the difference between positive versus negative interpretation endorsements post-training (contrast i) and the standardized mean change for the pre- to post-training/emotional challenge contrasts (contrasts ii through iv). Standardization was based on the differences and change scores, respectively (Gibbons, Hedeker, & Davis, 1993).
In particular, the standardized mean change for each condition was computed with $d = \frac{\text{Mean}_{\text{diff}}}{\text{SD}_{\text{diff}}}$, where $\text{Mean}_{\text{diff}}$ denotes the mean of the change scores, $\text{SD}_{\text{diff}} = \sqrt{\text{SD}_{\text{pre}}^2 + \text{SD}_{\text{post}}^2 - 2\text{SD}_{\text{pre}}\text{SD}_{\text{post}}}$, and $r$ denotes the correlation between the pre- and post-training/emotional challenge assessments (for the contrast of the endorsements of the positive versus negative interpretations, $\text{Mean}_{\text{diff}}$ denotes the mean of the endorsement differences, $\text{SD}_{\text{diff}} = \sqrt{\text{SD}_{\text{positive}}^2 + \text{SD}_{\text{negative}}^2 - 2\text{SD}_{\text{positive}}\text{SD}_{\text{negative}}}$, and $r$ denotes the correlation between the endorsements of the positive and negative interpretations). If $\text{SD}_{\text{diff}}$ was not reported, the paired-samples t-test value $\text{t} = \frac{\text{Mean}_{\text{diff}}}{\text{SD}_{\text{diff}}}$ was employed to calculate the effect size with $d = \frac{\text{t}}{\text{v}}\sqrt{n}$. The sampling variance of the $d$-values was calculated with $\text{v} = \frac{1}{n} + \frac{d^2}{2n}$, where $n$ denotes the group size.

Sometimes a study would provide sufficient information to compute multiple $d$-values for the same sample for a particular contrast (e.g., when more than one mood scale was used to assess mood state pre- and post-training). To avoid the problem of non-independent effect size estimates in these samples, we selected only one measure based on an a priori established preference list (Cooper, 2010). In general, measures employed more often and assessing the outcome construct more directly were preferred over other measures (see Table S2). Moreover, if the same group of subjects underwent more than one training (whether it be a different training condition or a variation of the same training condition) we only computed $d$ for the first training condition the group was exposed to. On the other hand, if different groups of subjects underwent slight variations of the same training condition within the same study (e.g., when one group was exposed to benign training with visual stimuli presentation and another group was exposed to benign training with auditory stimuli presentation), then multiple $d$-values for that training type (e.g., benign training) could be extracted (while still preserving the statistical independence of the $d$-values).

Correlations between the pre- and post-training/challenge measurements (or post-training positive and negative interpretations) were calculated for all studies that reported the necessary values. Of note, $r$ can be inferred when only $\text{SD}_{\text{diff}}$, $\text{SD}_{\text{pre}}$, and $\text{SD}_{\text{post}}$ are known. For studies where $r$ was unknown and $\text{SD}_{\text{diff}}$ had to be computed in order to obtain $d$, the mean correlation was employed to impute $r$ (this was done separately for each of the four training conditions per contrast). Therefore, instead of leaving out these studies, this approach allowed us to include more samples in the meta-analysis, namely another 17 samples for post-training positive versus negative endorsements, 12 samples for change in negative mood, and two samples for the increase in negative mood in response to an emotional challenge.

To summarize, for each of the four key contrasts (i.e., interpretation bias as assessed with post-training positive versus negative interpretation endorsements; interpretation bias as assessed with change in positive bias from pre- to post-training; immediate change in mood state pre- to post-training; and change in mood state in response to an emotional challenge) a set of effect size estimates across studies was obtained, describing the degree of the difference or the amount of change for each training condition. Depending on the number of independent training conditions employed by a primary study, one, two, or more $d$-values could be extracted for a particular contrast from each study.

**Synthesis of results**

**Changes within groups and comparison between groups**

Due to the multilevel structure of the data (with multiple effect size estimates nested within the studies), we used a meta-analytic multilevel mixed-effects model analogous to the one described by Salanti et al. (2008) for the analyses. In particular, random effects were added at the study level (to account for the fact that the size of the effects may generally be larger or smaller across all conditions examined within a study) and at the effect size level (to account for heterogeneity in the size of the treatment effects). Dummy variables for the four different training conditions were added to the model, so that we could estimate the (average) standardized mean change/difference for each training condition. Furthermore, we could then compare these changes/differences within each training condition between the four training conditions, yielding six pairwise comparisons (benign-neutral, benign-no training, benign-negative, neutral-no training, neutral-negative, no-training-negative) to control for natural fluctuations for that sample on outcome measures (benign-no training comparison), for possible ‘placebo’ effects of CBM-I training (benign-neutral training comparison), and to explore whether post-training differences between benign and negative training are driven by negative changes in the negative training, by actual positive changes in the benign training, or by both (benign-negative training comparison).

An omnibus Wald-type test was used to test for any differences between the four training conditions. Similarly, the average standardized mean change for each training condition and the pairwise contrasts were tested for significance at $\alpha = .05$ (two-sided). We also report 95% confidence intervals for the estimated averages and pairwise contrasts. Finally, likelihood ratio tests were conducted to test whether the variance in the random effects at the study and the effect size level was significantly greater than zero.
Significant heterogeneity at the study level indicates that, due to nonspecific study characteristics, effect sizes for all training conditions can be larger or smaller in one study than another. Significant heterogeneity at effect size level indicates that the effect of a particular training condition is not constant across studies. Therefore, if significant heterogeneity at the study or effect size level for a particular outcome is found, then the pooled effect sizes based on the meta-analytic models need to be interpreted as depicting the average size of the effects.

Factors influencing changes within benign CBM-I

Given our interest in factors that enhance the effects of benign training, secondary meta-regression analyses were conducted to examine potential moderating effects of the various sample and training characteristics. To reduce the number of tests, these analyses were only conducted for the benign training condition, given our a priori interest in the effectiveness of this particular training type. Moreover, only contrasts that yielded a significant effect in primary analyses were explored further in these secondary analyses.

The first moderator was training paradigm, in which we distinguished between the ambiguous situations (AS) task versus all other paradigms combined. We did this for two reasons: (i) the AS task was most widely employed, whereas few studies employed the WSAT and homograph task for particular outcomes, and (ii) the AS task has the highest ecological validity, as it describes common everyday life ambiguous situations and might therefore more directly relate to people’s real lives than words or sentences (that are employed in the other training paradigms).

Next, we explored training characteristics as moderators, including use of imaging instructions (present/absent), instructions to generate meaning (present/absent), inclusion of feedback (present/absent), and mode of presentation (auditory/visual). Sample characteristics that were also examined included: participant status (healthy/symptomatic), coded dichotomously, and age, sex (proportion men), training frequency (nr. of training sessions), and ratio of training items in the intended training direction (benign or negative) to the total number of presented items, included as continuous variables in the meta-regression models.

For dichotomous variables, we compared effect sizes for the presence and absence of the dichotomous variables (auditory as compared to visual, symptomatic as compared to healthy, for presentation and status, respectively), reflecting the difference in effect size for the two levels of the moderator. For continuous variables, we assessed whether greater levels of potential moderators enhanced or attenuated the effects of the benign training condition, reflected by the change in the size of the effect for a one-unit increase in the moderator.

Each of the moderators was added to the meta-regression separately (we were unable to enter the moderators simultaneously as the majority of data would be lost due to missing values (also see table 1), which would have drastically reduced the power to find any relationships). However, since training paradigm (AS, homograph, and WSAT) is a rather complex variable possibly differentially influencing the effect of other training characteristics, we controlled for type of paradigm (whenever training paradigm resulted in a significant moderating effect) when analyzing the more specific training characteristics. Therefore, we investigated whether any given training-characteristic moderated training effectiveness above and beyond the training paradigm employed. Additionally, we examined the size of the correlations for all other moderators to explore whether any of these were strongly associated. If two moderators were strongly correlated and both revealed a significant effect, it would be difficult to conclude which of the two moderators underlies this effect.

The analyses were carried out for each of the four contrasts separately. Restricted maximum likelihood (REML) estimation was used to fit the models. All of the analyses were carried out with R and S-Plus, using the metafor (Viechtbauer, 2010) and the nlme packages (Pinheiro & Bates, 2000).

Risk of bias across studies

We also examined the presence of publication biases visually (by inspecting the presence of asymmetry in funnel plots) and by including and testing the inverse of the sample size as a potential covariate in the models (Peters, Sutton, Jones, Abrams, & Rushton, 2006). A significant relationship between the inverse of the sample size and the observed $d$-values may be suggestive of publication bias.

Additional analyses

Finally, correlational analyses were employed across all training conditions to investigate whether the change/difference in interpretation bias was associated with changes in negative mood in response to training and in response to an emotional challenge.
To address the potential risk of bias within studies, the main analyses were repeated excluding studies with only one training condition and therefore no random assignment to training condition and excluding conditions that had an attrition rate of > 15%.

Interpretation of Effect Sizes
The standardized mean change values were computed in such a way that more positive (or less negative) values indicate more preferable outcomes (i.e., stronger endorsement of the positive instead of the negative interpretations after the training, stronger endorsement of positive interpretations post- versus pre-training, decreased negative mood post- versus pre-training, and a less pronounced decrease in negative mood post- versus pre-challenge).

Letting $\Phi()$ denote the cumulative density function of a standard normal distribution, the interpretation of the standardized mean change can also be facilitated by noting that $\Phi(d)$ estimates the proportion of individuals for which the difference or change scores reflect a preferable outcome (Morris & DeShon, 2002). For example, an effect size of 0 implies that $\Phi(0) = .50$ (i.e., 50%) of individuals should have a larger positive interpretation bias after the training than before (while 50% have a smaller positive interpretation bias) or that 50% of individuals have a decreased negative mood after the training (while 50% have an increase in negative mood). For an effect size of 0.2 (a “small” effect), the positive interpretation bias is expected to increase (and negative mood is expected to decrease) for $\Phi(0.2) = .58$ (i.e., 58%) of individuals. Effect sizes of 0.5 (a “medium” effect) and 0.8 (a “large” effect) correspond to an increase in positive interpretation bias (and a decrease in negative mood) in 69% and 79% of individuals, respectively (Morris & DeShon, 2002).

Results
Study selection
Articles were retrieved according to the PRISMA guidelines (Moher et al., 2009). The numbers of articles screened, and included (and reasons for exclusion) can be found in figure 1.

Study characteristics
All study characteristics are reported in table 1 (Nader Amir, Bomyea, & Beard, 2010; Amir & Taylor, 2012; Beard & Amir, 2008; Blackwell & Holmes, 2010; Bowler et al., 2012; Clerkin & Teachman, 2011; Grey & Mathews, 2000; Grey & Mathews, 2009; Hayes, Hirsch, Krebs, & Mathews, 2010; Paula T. Hertel, Mathews, Peterson, & Kintner, 2003; Hertel, Vasquez, Benbow, & Hughes, 2011; Hirsch, Hayes, & Mathews, 2009; Hirsch, Mathews, & Clark, 2007; Holmes et al., 2009; Holmes et al., 2006; Hoppitt, Mathews, Yiend, & Mackintosh, 2010a; Hoppitt, Mathews, Yiend, & Mackintosh, 2010b; Lang, Blackwell, Harmer, Davison, & Holmes, 2012; Lang, Moulds, & Holmes, 2009; Lange et al., 2010; MacDonald, Koerner, & Antony, 2013; Mackintosh et al., 2006; Mathews & Mackintosh, 2000; Mathews, Ridgeway, Cook, & Yiend, 2007; Murphy, Hirsch, Mathews, Smith, & Clark, 2007; Salemink & van den Hout, 2010a, 2010b; Salemink, van den Hout, & Kindt, 2007a, 2007b; Salemink et al., 2009; Salemink, van den Hout, & Kindt, 2010c; Standage, Ashwin, & Fox, 2009, 2010; Steel et al., 2010; Steinman & Teachman, 2010; Teachman & Addison, 2008; Tran, Hertel, & Joormann, 2011a; Tran, Siemer, & Joormann, 2011b; Turner et al., 2011; Williams et al., 2013; Wilson, MacLeod, Mathews, & Rutherford, 2006; Yiend et al., 2005). In total 42 articles met inclusion criteria (figure 1), of which 28 articles administered the ambiguous situations (AS), six the homograph, four the word-sentence association task (WSAT), and four a combination of two training paradigms or another training paradigm. Combined these articles reported on a total of 59 independent studies (also see table 1). Thirty-eight studies were conducted in healthy participants, and 21 studies in symptomatic individuals. The great majority of studies assessed interpretation bias ($k=50$) and mood ($k=48$) as outcome measures, whereas fifteen studies assessed also reactivity to an emotional challenge as an additional outcome measure. Within these studies a total of 125 independent samples were included. Sixty-three samples received a benign, 16 a neutral, 38 negative, and eight no training (for more detail please see table 1). In 80 samples imagery instructions were administered, in 60 samples participants were instructed to generate words or meaning of ambiguity, 94 samples received training in a visual format, 18 in an auditory format, and six samples received a combination of both, and finally, 90 samples received feedback during task administration. In total 2526 individuals were included in the analysis.
Figure 1. PRISMA flow chart of article retrieval and selection. The search in June 2013 was conducted on separate searches of the databases as the software to do simultaneous searches was no longer available. In total, 109 hits were identified in June 2013. Zero records were excluded for the search in 2013. Ten records were screened for the search in 2013. Four articles were excluded for the search in 2013. Three articles were excluded for the search in 2013.

Risk of bias within studies

To address the question whether random assignment and attrition affects results these variables were coded for each study. In total, five included only one training condition and therefore had no random assignment to training group (see also Table 1): Blackwell and Holmes (2010) trained seven individuals to adopt benign interpretations, Grey and Mathews (2000) administered neutral interpretation bias training to 20 individuals, Holmes and colleagues (2009) trained 20 individuals to adopt benign interpretations, Mathews and Mackintosh (2000) assessed the interpretation bias in 12 individuals in a ‘no training’ condition, and finally Turner & colleagues (2011) trained eight individuals to adopt benign interpretations.

Seven independent studies administered interpretation bias training more than once (see also ‘no of sessions (frequency)’ in Table 1) and had the following rates of attrition per training condition: Amir and Taylor (2012) 15% in the benign and 13.04% in the neutral training condition, Beard and Amir (2008) 0% in both the benign and the neutral training condition, Blackwell and Holmes (2010) 12.5% in the one benign training condition, Bowler and colleagues (2013) 12.29% in the benign and 0% in the no training condition, Lang and colleagues (2012) 7.10% in both the benign and the neutral training condition, Mathews and colleagues (2007) 0% in both the benign and neutral training condition, Mathews and colleagues (2007) 0% in both the benign and no training condition, Salemink and colleagues (2009) 5.56% in both the benign and neutral training condition, and Williams and colleagues (2012) 31.58% in the benign and 12.90% in the no training condition.

Results of individual studies

Effect size estimates for the change in positive bias and negative mood from before to after training as well as for the change in mood from before to after the emotional challenge are reported per study and training condition in the forest plots in figures 2-5.
## Table 1. Study descriptives

<table>
<thead>
<tr>
<th>Article</th>
<th>Study</th>
<th>General outcome measures</th>
<th>Training conditions</th>
<th>Interpretation bias</th>
<th>Mood state</th>
<th>Emotional challenge</th>
<th>Training conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amir et al (2010)</td>
<td>1</td>
<td>anxious</td>
<td>WSAT</td>
<td>IV questionnaire</td>
<td>STAI-S</td>
<td>NA</td>
<td>benign</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>19,50</td>
<td>47</td>
<td>1,00</td>
<td>1</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>training paradigm</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BSA/BP</td>
<td>total items trained</td>
<td>total items trained</td>
<td>total items trained</td>
<td>total items trained</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>Amiri &amp; Taylor (2012)</td>
<td>1 anxious</td>
<td>WSAT</td>
<td>IV questionnaire</td>
<td>STAI-T</td>
<td>Ljubowitz</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>31,00</td>
<td>29</td>
<td>1,00</td>
<td>12</td>
<td>benign</td>
</tr>
<tr>
<td></td>
<td>Beard &amp; Amir (2008)</td>
<td>1 anxious</td>
<td>WSAT</td>
<td>IV questionnaire</td>
<td>SPALT</td>
<td>STAI-T</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>20,00</td>
<td>7</td>
<td>0,69</td>
<td>8</td>
<td>benign</td>
</tr>
<tr>
<td>Blackwell &amp; Holmes (2010)</td>
<td>1</td>
<td>depressed</td>
<td>AS</td>
<td>IV questionnaire</td>
<td>STAI-T</td>
<td>Ljubowitz</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>37,70</td>
<td>29</td>
<td>1,00</td>
<td>7</td>
<td>benign</td>
</tr>
<tr>
<td>Bowler et al (2012)</td>
<td>1</td>
<td>anxious</td>
<td>AS</td>
<td>IV questionnaire</td>
<td>STAI-T</td>
<td>SPALT</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>22,70</td>
<td>32</td>
<td>1</td>
<td>4</td>
<td>benign</td>
</tr>
<tr>
<td>Clerkin et al (2011)</td>
<td>1</td>
<td>anxious</td>
<td>AS</td>
<td>IV questionnaire</td>
<td>SPALT</td>
<td>STAI-T/PNES</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>18,76</td>
<td>35</td>
<td>0,92</td>
<td>1</td>
<td>benign</td>
</tr>
<tr>
<td>Grey &amp; Mathews (2000)</td>
<td>1</td>
<td>healthy</td>
<td>homograph</td>
<td>IV questionnaire</td>
<td>RT word fragment</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>NA</td>
<td>45</td>
<td>0,33</td>
<td>1</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>training paradigm</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BS/BP</td>
<td>total items trained</td>
<td>total items trained</td>
<td>total items trained</td>
<td>total items trained</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AS</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BS/BP</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>neutral</td>
</tr>
<tr>
<td>Grey et al (2009)</td>
<td>1</td>
<td>healthy</td>
<td>homograph</td>
<td>IV questionnaire</td>
<td>lexical decision task</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>NA</td>
<td>45</td>
<td>0,40</td>
<td>1</td>
<td>neutral</td>
</tr>
<tr>
<td>Hertel et al (2003)</td>
<td>1</td>
<td>healthy</td>
<td>homograph</td>
<td>IV questionnaire</td>
<td>form image</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>NA</td>
<td>33</td>
<td>0,40</td>
<td>1</td>
<td>neutral</td>
</tr>
<tr>
<td>Hayes et al (2010)</td>
<td>1</td>
<td>anxious</td>
<td>homograph &amp; AS</td>
<td>IV questionnaire</td>
<td>lexical decision task</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>42,00</td>
<td>23</td>
<td>0,80</td>
<td>1</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>training paradigm</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BS/BP</td>
<td>total items trained</td>
<td>total items trained</td>
<td>total items trained</td>
<td>total items trained</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AS</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BS/BP</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>% male (sex)</td>
<td>neutral</td>
</tr>
<tr>
<td>Hertel et al (2003)</td>
<td>1</td>
<td>healthy</td>
<td>homograph</td>
<td>IV questionnaire</td>
<td>form image</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>health status</td>
<td>NA</td>
<td>36</td>
<td>0,40</td>
<td>1</td>
<td>neutral</td>
</tr>
</tbody>
</table>
## General

<table>
<thead>
<tr>
<th>Article</th>
<th>Study</th>
<th>health status</th>
<th>training paradigm</th>
<th>mean age</th>
<th>% male (sex)</th>
<th>training total items (frequency)</th>
<th>mood state</th>
<th>emotional challenge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hertel et al (2011)</td>
<td>1</td>
<td>healthy AS</td>
<td>NA</td>
<td>50</td>
<td>0,78</td>
<td>1</td>
<td>NA</td>
<td>VAS happy/distress/ tension/pessimism</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>anxious AS</td>
<td>NA</td>
<td>50</td>
<td>0,78</td>
<td>1</td>
<td>NA</td>
<td>VAS happy/distress/ tension/pessimism</td>
</tr>
<tr>
<td>Hirsch et al (2007)</td>
<td>1</td>
<td>healthy AS</td>
<td>NA</td>
<td>17</td>
<td>0,90</td>
<td>1</td>
<td>NA</td>
<td>STAI-S, NAS</td>
</tr>
<tr>
<td>Hirsch et al (2009)</td>
<td>1</td>
<td>anxious homograph &amp; AS</td>
<td>35,65</td>
<td>20</td>
<td>0,86</td>
<td>1</td>
<td>NA</td>
<td>VAS anxiety/ depression/ happy</td>
</tr>
<tr>
<td>Holmes et al (2006)</td>
<td>1</td>
<td>healthy AS</td>
<td>38,85</td>
<td>35</td>
<td>1,00</td>
<td>1</td>
<td>emotionality ratings</td>
<td>STAI-S, PAS</td>
</tr>
<tr>
<td>Holmes et al (2009)</td>
<td>1</td>
<td>healthy AS</td>
<td>30,98</td>
<td>45</td>
<td>1,00</td>
<td>1</td>
<td>emotionality ratings</td>
<td>STAI-S, STAI-T, PAS</td>
</tr>
<tr>
<td>Hoppitt et al (2010a)</td>
<td>1</td>
<td>healthy AS</td>
<td>35,61</td>
<td>39</td>
<td>1,00</td>
<td>1</td>
<td>emotionality ratings</td>
<td>STAI-S</td>
</tr>
<tr>
<td>Hoppitt et al (2010b)</td>
<td>1</td>
<td>healthy homograph</td>
<td>42,21</td>
<td>39</td>
<td>1,00</td>
<td>1</td>
<td>RT word fragment</td>
<td>STAI-S</td>
</tr>
<tr>
<td>Lang et al (2009)</td>
<td>1</td>
<td>healthy AS</td>
<td>27,67</td>
<td>48</td>
<td>0,90</td>
<td>1</td>
<td>similarity ratings</td>
<td>PAS, NAS</td>
</tr>
<tr>
<td>Lang et al (2012)</td>
<td>1</td>
<td>depressed AS &amp; other</td>
<td>28,45</td>
<td>23</td>
<td>1,00</td>
<td>6</td>
<td>SST, RIQ</td>
<td>STAI-T</td>
</tr>
<tr>
<td>Lange et al (2010)</td>
<td>1</td>
<td>anxious AS</td>
<td>20,71</td>
<td>12</td>
<td>0,69</td>
<td>1</td>
<td>similarity ratings</td>
<td>STAI-S, Libowitz Anxiety Scale</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>anxious AS</td>
<td>20,98</td>
<td>18</td>
<td>0,69</td>
<td>1</td>
<td>similarity ratings</td>
<td>STAI-S, Libowitz Anxiety Scale</td>
</tr>
<tr>
<td>MacDonald et al (2013)</td>
<td>1</td>
<td>anxious WSAT</td>
<td>32,79</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>BBSIQ Anxiety sensitivity index</td>
<td>NA</td>
</tr>
<tr>
<td>Article</td>
<td>Study</td>
<td>Health status</td>
<td>Training paradigm</td>
<td>Mean age</td>
<td>% male</td>
<td>Total items</td>
<td>No of sessions</td>
<td>Interpreation bias</td>
</tr>
<tr>
<td>------------------</td>
<td>----------------</td>
<td>---------------</td>
<td>-------------------</td>
<td>----------</td>
<td>--------</td>
<td>-------------</td>
<td>----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Mackintosh et al (2006)</td>
<td>1 healthy AS NA</td>
<td>29</td>
<td>0.90</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>NA</td>
<td>negative</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>2 healthy AS NA</td>
<td>28</td>
<td>0.90</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>accident video</td>
<td>benign</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>3 healthy AS NA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>similarity ratings NA</td>
<td>NA</td>
<td>no training</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>4 healthy AS NA</td>
<td>0.88</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>NA</td>
<td>negative</td>
<td>13</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>4a healthy AS NA</td>
<td>0.88</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>NA</td>
<td>negative</td>
<td>13</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>5 healthy AS NA</td>
<td>0.60</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>NA</td>
<td>negative</td>
<td>14</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Mathews &amp; Mackintosh (2000)</td>
<td>1 healthy AS NA</td>
<td>0.69</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>NA</td>
<td>negative</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Mathews et al (2007)</td>
<td>1 anxious homograph</td>
<td>40.65</td>
<td>31</td>
<td>0.80</td>
<td>4</td>
<td>reason for events, similarity ratings STAI-S, STAI-T</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Murphy et al (2007)</td>
<td>1 anxious AS</td>
<td>20.60</td>
<td>26</td>
<td>1.00</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Salemink et al (2007a)</td>
<td>1 healthy AS</td>
<td>20.80</td>
<td>24</td>
<td>0.69</td>
<td>1</td>
<td>similarity ratings STAI-S</td>
<td>unsolvable anagram</td>
</tr>
<tr>
<td></td>
<td>Salemink et al (2007b)</td>
<td>1 healthy AS</td>
<td>21.10</td>
<td>NA</td>
<td>0.69</td>
<td>1</td>
<td>similarity ratings, EAST, IB questionnaire STAI-S, STAI-T</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Salemink et al (2009)</td>
<td>1 anxious AS</td>
<td>21.30</td>
<td>18</td>
<td>0.69</td>
<td>8</td>
<td>similarity ratings, IB questionnaire STAI-S, STAI-T, FNES</td>
<td>unsolvable anagram</td>
</tr>
<tr>
<td></td>
<td>Salemink et al (2010a)</td>
<td>1 healthy AS</td>
<td>21.10</td>
<td>9</td>
<td>0.69</td>
<td>1</td>
<td>NA</td>
<td>VAS positive/ negative mood induction</td>
</tr>
<tr>
<td></td>
<td>Salemink et al (2010b)</td>
<td>1 healthy AS</td>
<td>21.10</td>
<td>9</td>
<td>0.69</td>
<td>1</td>
<td>NA</td>
<td>VAS positive/ negative mood induction</td>
</tr>
<tr>
<td>Article</td>
<td>Study</td>
<td>Group</td>
<td>Health status</td>
<td>Mean age</td>
<td>% Male (sex)</td>
<td>Total items (mean ± SD)</td>
<td>No of sessions (frequency)</td>
<td>Interpretation bias</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------</td>
<td>-------</td>
<td>---------------</td>
<td>----------</td>
<td>--------------</td>
<td>------------------------</td>
<td>-----------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Salemink et al (2010b)</td>
<td>1</td>
<td>healthy</td>
<td>AS</td>
<td>20,05</td>
<td>25,3</td>
<td>0,75</td>
<td>1</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salemink et al (2010c)</td>
<td>1</td>
<td>healthy</td>
<td>AS</td>
<td>20,35</td>
<td>18</td>
<td>0,69</td>
<td>1</td>
<td>similarity ratings, IB questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
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### Table 1: General and Outcome Measures

<table>
<thead>
<tr>
<th>Article</th>
<th>Study</th>
<th>Health status</th>
<th>Training paradigm</th>
<th>Mean age</th>
<th>% Male</th>
<th>Total items</th>
<th>Similarity ratings</th>
<th>Mood state</th>
<th>Emotional challenge</th>
<th>Condition</th>
<th>Imagery instructions</th>
<th>Word generation</th>
<th>Mode of presentation</th>
<th>Feedback administration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yiend et al (2005)</td>
<td>1</td>
<td>Healthy</td>
<td>AS</td>
<td>32.50</td>
<td>40</td>
<td>0.90</td>
<td>1</td>
<td>STAI-S, STAI-T</td>
<td>NA</td>
<td>benign</td>
<td>10</td>
<td>Y</td>
<td>Y</td>
<td>visual</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Healthy</td>
<td>AS</td>
<td>42.90</td>
<td>29</td>
<td>0.90</td>
<td>1</td>
<td>STAI-S, STAI-T</td>
<td>NA</td>
<td>benign</td>
<td>12</td>
<td>Y</td>
<td>n</td>
<td>visual</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Healthy</td>
<td>AS</td>
<td>39.60</td>
<td>37</td>
<td>0.90</td>
<td>1</td>
<td>STAI-S, STAI-T</td>
<td>NA</td>
<td>negative</td>
<td>12</td>
<td>Y</td>
<td>n</td>
<td>visual</td>
</tr>
</tbody>
</table>

Note: y-YES, n-No; VAS = visual analogue scale; IB questionnaire = interpretation bias questionnaire, STAI-T/S = State Trait Anxiety Inventory Trait/State; SST = Scrambled Sentence Test; PANAS = positive and negative affect scales; PAS = positive affect scale (from PANAS); NAS = negative affect scale (from PANAS); PANAS FS = fear subscale from PANAS; RT = reaction time; RIQ = Response to intrusions questionnaire, FNES = Fear of Negative Evaluation Questionnaire; EAST = extrinsic affective Simon task; NA = not available; * Murphy et al (2007) employed two independent benign groups that differed in that one group focused on emotional outcomes that were non-negative whereas the other group focused on pure positive outcomes. As this distinction was not made in the current meta-analysis both these training conditions were included under the 'benign' training condition. 1 health status = healthy, anxious, depressed (note: this considers symptoms and clinical diagnoses); 2 AS = ambiguous situations paradigm, WSAT = word sentence association task, ‘other’ paradigms included picture word interpretation, sentence completion (Lang et al, 2011), positive or negative valenced statements (Standage, 2010); 3 training/total items (ratio) = number of items in training direction divided by total number of items in task; 4 word generation = were participants required to actively generate emotional meaning?; 5 mode of presentation = were stimuli presented visually or auditory?; 6 feedback administration = was feedback about response accuracy administered.
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#### Figure 2. Forest plot of post training difference between positive and negative interpretation bias. Order of same conditions within one study follow the order of table 1.

<table>
<thead>
<tr>
<th>Training Condition / Study</th>
<th>SMC [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive Training</strong></td>
<td></td>
</tr>
<tr>
<td>Matthews et al. (2000)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Matthews et al. (2001)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Matthews et al. (2002)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Matthews et al. (2003)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Matthews et al. (2004)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Matthews et al. (2005)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Matthews et al. (2006)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2007)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2008)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2009)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2010)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2011)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2012)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2013)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Gray et al. (2014)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Summary ES</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
</tbody>
</table>

| **Negative Training**      |             |
| Matthews et al. (2000)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2001)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2002)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2003)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2004)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2005)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2006)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2007)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2008)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2009)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2010)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2011)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2012)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2013)     | 0.92 [0.80, 1.05] |
| Matthews et al. (2014)     | 0.92 [0.80, 1.05] |
| Summary ES                | 0.92 [0.80, 1.05] |

#### Figure 3. Forest plot of change in positive interpretation bias. Order of same conditions within one study follow the order of table 1.

<table>
<thead>
<tr>
<th>Training Condition / Study</th>
<th>SMC [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive Training</strong></td>
<td></td>
</tr>
<tr>
<td>Beard et al. (2006)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Blackwell et al. (2010)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Standage et al. (2009)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Standage et al. (2010)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Standage et al. (2011)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Standage et al. (2012)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Standage et al. (2013)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Standage et al. (2014)</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
<tr>
<td>Summary ES</td>
<td>1.01 [0.89, 1.13]</td>
</tr>
</tbody>
</table>

| **Neutral Training**       |             |
| Hospital et al. (2015a)    | -0.15 [-0.30, -0.01] |
| Hospital et al. (2015b)    | 0.15 [0.00, 0.30] |
| Standage et al. (2009)     | -0.04 [-0.12, 0.05] |
| Standage et al. (2010)     | 0.11 [-0.04, 0.26] |
| Standage et al. (2011)     | -0.13 [-0.28, 0.02] |
| Summary ES                | 0.15 [-0.15, 0.45] |

| **Air Training**           |             |
| Matthews et al. (2007)     | 0.92 [0.79, 1.06] |
| Williams et al. (2013)     | 1.11 [0.95, 1.28] |
| Smith et al. (2012)        | 0.40 [-0.03, 0.83] |
| Summary ES                | 0.92 [0.79, 1.06] |
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Figure 4. Forest plot of change in negative mood. Order of same conditions within one study follow the order of table 1.

Figure 5. Forest plot of change in negative mood in response to an emotional challenge. Order of same conditions within one study follow the order of table 1. The summary effect size for the no-training condition is not identical to the effect size reported for the sole study in this condition as the model took multiple nesting (within study and within one article) into account and ‘corrected’ for such effects in the summary effect size.
Synthesis of results I: Does benign CBM-I training alter interpretational styles and mood states?

Table 2 reports the pooled within group effects separately for the four training conditions (benign, negative, neutral, no training) on post-training differences in interpretational style (endorsement of positive versus negative interpretations), on pre- to post-training changes in positive interpretation style, on pre- to post-training changes in negative mood state, and on pre- to post-emotional challenge changes in negative mood state. Table 3 contains the pairwise comparisons of the within-group effects across the four training conditions.

Post-training endorsement of positive versus negative interpretations

As shown in Table 2, across 75 independent samples (k=75) (distributed over a total of 34 studies), benign and neutral training demonstrated a significant difference between endorsement of positive and negative interpretations after training. The effect size of this difference for the benign training was substantial (i.e., 1.33 with 95% CI 1.11 – 1.55). For the same difference in the neutral condition this effect was also significant but considerably smaller (i.e., 0.49 with 95% CI 0.06 – 0.93). This implies that, on average, 91% of individuals who had received benign training and 69% of individuals who had received neutral training endorsed positive interpretations more strongly than negative interpretations for new ambiguous stimuli after training. Importantly, the size of this difference for the benign training was substantial (i.e., 1.33 with 95% CI 1.11 – 1.55). Therefore, the findings reported above should be viewed as the average effects across the different studies.

As described earlier, the effect sizes were analyzed with a multilevel model that included a variance component for study level variability (allowing for shifts in the effects across studies irrespective of training condition) and a variance component at the effect size level (accounting for differences in the effects across studies for the various training conditions). Both the study level variance component and the effect size level variance component did reach statistical significance (p<.002 and p<.001, respectively – not depicted in Table 2). Therefore, the findings reported above should be viewed as the average effects across the different studies.

Table 2. Main results – differences within conditions

<table>
<thead>
<tr>
<th>Outcome K (total)</th>
<th>K (condition) Training condition</th>
<th>ES 95% CI p</th>
</tr>
</thead>
<tbody>
<tr>
<td>difference between positive and negative interpretation bias after training 1</td>
<td>75</td>
<td>35 Benign 1.33 1.11; 1.55 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>28 Negative -0.05 -0.28; 0.17 .66</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 Neutral 0.49 0.06; 0.93 .03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 No training 0.28 -0.16; 0.86 .72</td>
<td></td>
</tr>
<tr>
<td>change in positive interpretation bias from pre- to post training 2</td>
<td>34</td>
<td>20 Benign 0.43 0.17; 0.69 &lt;.01</td>
</tr>
<tr>
<td></td>
<td>5 Negative -0.22 -0.75; 0.32 .43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 Neutral 0.12 -0.33; 0.57 .59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 No training 0.32 -0.30; 0.93 .31</td>
<td></td>
</tr>
<tr>
<td>change in negative mood from pre- to post training 3</td>
<td>90</td>
<td>47 Benign 0.25 0.14; 0.36 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>25 Negative -0.20 -0.35; -0.05 &lt;.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14 Neutral 0.22 0.02; 0.41 .03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 No training -0.03 -0.38; 0.33 .88</td>
<td></td>
</tr>
<tr>
<td>difference in negative mood from pre- to post emotional challenge 4</td>
<td>35</td>
<td>18 Benign -0.79 -1.04; -0.53 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>10 Negative -0.80 -1.10; -0.49 &lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 Neutral -1.03 -1.39; -0.67 &lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 No training -0.77 -1.49; 0.05 .04</td>
<td></td>
</tr>
</tbody>
</table>

Note. ES=effect size, CI=confidence interval, k=nr of independent samples; ‘positive values reflect higher positive than negative bias; ‘positive values reflect increase in positive bias; ‘positive values reflect decrease in negative mood; ‘negative values reflect increase in negative mood

Pre-post training change in positive interpretation bias

Next, we assessed pre- to post-training changes in the endorsement of positive interpretations for each training condition. Data were available from 34 independent samples (k=34) (from a total of 17 studies). Benign training was the only condition to result in a significant change in the selection of positive interpretations of ambiguous stimuli from before to after training (p<.01). This effect was of a much smaller size (i.e., 0.43 with 95% CI 0.17 – 0.69; Table 2) than the one found for post training differences between positive and negative interpretation biases in the benign condition, and can be interpreted as indicating that, on average, 67% of individuals receiving benign training showed an increase in the selection of positive interpretations. This change differed significantly (p<.05; see Table 3 comparing ‘negative’ and ‘benign’ training...
condition under ‘change in positive interpretation bias from pre- to post training’) from the change in the opposite direction for the negative training condition (i.e., -0.22 with 95% CI -0.75 – 0.32; table 2). While the effect size level variance component was significantly larger than zero (p<.001), we did not find significant study-level heterogeneity (p=.58) for this outcome (again, not depicted in table 2). However, since at least one component was significant, this indicates again that the pooled effects need to be viewed as average effect sizes across the different studies.

**Pre-post training changes in mood state**

Data from 90 samples (from 42 studies) were available to assess training effects on changes in negative mood state. Overall negative mood decreased significantly (p<.001) in the benign training condition (a small effect size of 0.25 with 95% CI 0.14 – 0.36; table 2) indicating that, on average, 60% of individuals showed reductions in negative mood in the benign condition. In contrast, negative mood increased significantly (p<.01) for those receiving negative training (a small effect size of -0.20 with 95% CI -0.35 – -0.05; table 2), indicating that, on average, 58% of individuals showed increases in negative mood after negative training (see table 3 under ‘change in negative mood from pre- to post training’). In the neutral training condition negative mood decreased significantly (p=.03) from before to after training (ES = 0.22; 95% CI 0.02 - 0.41; table 2). The comparison of the within-group changes between the benign and the negative training condition was significant (p<.001; table 3). Moreover, while the change in the negative training condition varied significantly from the change in the neutral condition (p<.01; table 3), there was no significant difference in the amount of change in mood state between the benign and neutral or no-training conditions (both p’s > .05) (see table 3 under ‘change in negative mood from pre- to post training’). Again, only heterogeneity at the effect size level (p<.001) and not the study level (p=.86) was found suggesting that the pooled effects above need to be viewed as average effect sizes (not depicted in table 2).
**Pre-post emotional challenge change in mood state**

Mood state before and after an emotional challenge was assessed in 35 samples (15 studies). Negative mood increased significantly in all conditions from before to after the emotional challenge (with estimated effects ranging from -0.77 to -1.03, see Table 2 under ‘differences in negative mood from pre- to post emotional challenge’). However, none of the pairwise differences comparing the amount of change between conditions was significant (see Table 3 under ‘difference in negative mood from pre- to post emotional challenge’). In contrast to the earlier outcomes, we found significant heterogeneity at the study ($p < .01$), but not at the effect size level ($p = .18$). As before, the pooled effects reflect averages across studies.

**Synthesis of results II: Do training- and sample characteristics enhance the effects of benign training?**

Next, we assessed the influence of potential moderators on the effects of benign training on the various outcome measures that reached significance for the within-group differences (Table 2) in our primary analysis. Table 4 shows the influence of the moderator variables on the size of the effects for the different contrasts and their significance (for dichotomous moderators, the values reflect the difference between the two levels of the moderator, for continuous moderators, the values reflect the change in the size of the effect for a one-unit increase in the moderator) based on the meta-regression analyses. Due to the differential number of studies using AS, homograph, WSAT and other paradigms, we were only able to compare the AS task with all other paradigms combined. Additionally, we explored the association between the moderators that revealed significant effects within one outcome measure (except for paradigm as this variable was controlled for in the relevant analyses, also see methods). This was done to inform the interpretation of results as we were only able to assess each moderator separately (see Table S3 for all correlations between moderators per outcome measure).

**Post-training endorsement of positive versus negative interpretations**

The paradigm employed significantly impacted on the post-training difference between positive and negative interpretation bias in that the AS paradigm ($k=26$) was significantly more effective (Table 4). All other paradigms combined ($k=9$) yielded a significant effect size of $0.69$ ($p < .001$), indicating that there is a 75% chance (on average) for endorsing positive interpretations more strongly than negative interpretations. For AS-paradigms this effect increased by $ES = 0.90$ ($p < .001$), yielding an overall effect of $0.69 + 0.90 = 1.59$, which corresponds to a 94% chance for endorsing positive interpretations more strongly than negative interpretations. In absolute terms, that is a 94%-75% = 19% percentage points difference. Relative, that is $94/75 = 1.25$, that is a 25% higher chance of endorsing positive interpretations more strongly than negative interpretations. Similar findings emerged for the use of imagery instructions. No use of imagery instructions ($k=8$) resulted in an effect size of $0.54$ ($p < .01$) indicating a chance of about 71% for endorsing more positive than negative interpretations. This effect increased by $ES=1.05$ ($p < .001$), when imagery instructions were employed ($k=27$) (see Table 4), resulting in an overall ES of 1.59 indicating a chance of almost 94% of endorsing more positive than negative interpretations, that is a 33% higher chance than when no imagery instructions were employed.

However, it needs to be noted that paradigm and imagery-use were almost perfectly confounded; all AS-paradigms employed imagery instructions, whereas only one of the nine homograph paradigms did. It is therefore impossible to tell whether paradigm or the use of imagery is driving these results. Finally, while in all-female samples the difference between positive and negative interpretation biases was large and significant ($ES=2.03$, $p < .001$, 98% chance of endorsing more positive than negative interpretations after training), this difference decreased by $ES=-0.02$ ($p < .05$) per percentage point more males in the sample (see Table 4). Thus, in a sample with for example 40% males this converges to a total effect of 1.28, corresponding to an absolute chance of 90%, which is a 9% decreased chance of endorsing more positive than negative interpretations after training.

For the endorsement of positive versus negative interpretations after training, the use of imagery instructions and male sex within the sample correlated by $r = -0.60$ indicating that samples including fewer male participants were more often instructed to use imagery.
Table 4. Moderators

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Training characteristics</th>
<th>Sample characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>training paradigm (AS vs other)</td>
<td>imagery instructions (y/n)</td>
</tr>
<tr>
<td>cognition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>difference between positive and negative interpretation bias after benign training</td>
<td>0.90 *** 1.05 ***</td>
<td>-0.34</td>
</tr>
<tr>
<td>change in positive interpretation bias from pre- to post benign training</td>
<td>-0.95 *** 0.50 **</td>
<td>n.a</td>
</tr>
<tr>
<td>mood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>change in negative mood from pre- to post benign training</td>
<td>-0.29 * 0.50 **</td>
<td>Interaction with paradigm</td>
</tr>
<tr>
<td>emotional challenge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>change in negative mood from pre- to post emotional challenge</td>
<td>0.23</td>
<td>-0.07</td>
</tr>
</tbody>
</table>

Note. Regression coefficients of the meta-regression models including the respective moderator. If paradigm resulted in a significant moderation of training effect, it was included in the tests of the other training-characteristic variables. *p<.05, ** p<.01, ***p<.001; 1 perfect confounding with paradigm; 2 there were 33 samples with one training session, one sample with four, and one sample with eight training sessions, it could thus not reasonably be tested; 3 there were only two samples asking individuals to generate word fragments and 15 that exposed participants to training stimuli, therefore no reasonable testing was possible; 4 p=.05; 5 there was a significant interaction with paradigm (B=.75, p=.02) indicating that the effect of generation depends on the paradigms used, for all combined other paradigms (i.e. homograph, WSAT, or other; k=6) the effectiveness is reduced when generation is employed as compared to when no generation is employed, whereas this is not true for the AS paradigms.
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Changes in mood state
The change in negative mood from pre- to post-training in benign training conditions was again moderated by paradigm, imagery, and sex.

The AS paradigm resulted in a significant decrease in negative mood (k=37; \( ES = .19 \), \( p < .01 \), 58% chance of decrease in negative mood). This effect was significantly increased by \( ES = .29 \) (\( p = .05 \)) when other paradigms were employed (k=10). The total effect when other paradigms were employed therefore was \( ES = .48 \), with an absolute chance of 68% and a higher chance of 17% of decrease in negative mood. The use of no imagery instructions resulted in a non-significant effect (k=11; \( ES = -.25 \), \( p = .083 \), 40% chance of decrease in negative mood). However, adding imagery instructions (k=33) increased this effect significantly by \( ES = .50 \) (\( p < .01 \)), resulting in a total \( ES = .25 \), which corresponds to a 60% absolute and 50% higher chance of decrease in negative mood. Adding one session \( k_{no\text{ imagery}} = 40; k_{four\text{ sessions}} = 2; k_{six\text{ sessions}} = 1; k_{seven\text{ sessions}} = 2; k_{eight\text{ sessions}} = 2; k_{ten\text{ sessions}} = 1 \) resulted in a significant larger decrease in negative mood by increasing the effect by \( ES = .49 \) (\( p < .05 \)), resulting in a total \( ES = .16 \), which corresponds to a 56% absolute and 4% higher chance of decrease in negative mood when administering for example two instead of one session. Finally, while all-female samples showed a significant decrease in negative mood (\( ES = .70 \), \( p < .001 \), 76% chance), this effect was significantly decreased per one percentage male by \( ES = -.01 \), \( p < .01 \). Thus, for 40% males in the sample, the total \( ES \) would reduce to \( ES = .30 \), corresponding to a 23% lower chance. The correlations between the significant moderators here were small (all \( r 's < .36 \)) (also see Table S3).

To sum up, training paradigm, imagery instructions, the number of training sessions, and sex moderated the impact of benign training on at least two different outcome measures. Feedback administration, the ratio between benign training items and the total number of training items, and health status moderated the impact of benign training on the change in positive interpretation bias from pre- to post training only. Although most correlations between the significant moderators were far from perfect (\( r < .5 \)), the effects of repeated number of training sessions and mood symptoms for the increase in positive interpretation bias were strongly associated and therefore need to be viewed with caution.

Risk of bias across studies
The \( p \)-values of the tests for funnel plot asymmetry for the four outcomes were .72, .79, .46, and .89, respectively. Therefore, based on these tests and the visual examination of the funnel plots (Figure S4), there was no indication of publication bias for any of the main outcomes, as indicated by the absence of an association between the inverse of the sample sizes and the effect sizes (Peters et al., 2006) (see Figure S4 for some additional analyses possibly hinting at some asymmetry in the pre-training versus post-training endorsements of positive interpretations outcome).

Additional analyses I: Do training effects on interpretation bias and on mood state correlate?
Based on \( k = 49 \) pairs of effect size estimates, the correlation between the endorsement of positive versus negative bias after training and the decrease in negative mood was positive \( (r = .60; CI 0.39 - 0.76; p < .001) \). The correlation between the change in positive interpretation bias from before to after training and decrease in negative mood was also positive \( (r = .58; CI 0.30 - 0.78; k = 32 \) pairs of estimates; \( p < .001 \)). There was no significant correlation between the endorsement of positive versus negative bias after training or the change in positive bias from before to after training and the increase in negative mood in response to an emotional challenge \( (r = -.0001, CI -0.41 – 0.41, k=23 \) and \( r = .15, CI -0.77 – 0.62, k=8 \), respectively).

Additional analyses II: Does randomization and percentage of attrition affect main results?
Excluding all studies with only one training condition (and therefore no random training allocation) and training conditions with an attrition rate above 15% did not change the main results.
Discussion

Cognitive bias modification training for interpretation bias (CBM-I) has recently been considered a promising clinical tool, e.g., see (Blackwell & Holmes, 2010) with potential for boosting positive thoughts (i.e., positive or benign interpretations of ambiguous situations) and thereby improving emotional symptoms. The current meta-analysis addressed some outstanding questions of relevance for the potential use CBM-I in a clinical setting.

Does benign CBM-I boost positive interpretations with improvements in negative mood?

In the current analyses, benign CBM-I resulted in large post-training endorsements of positive relative to negative interpretations, in small to medium changes in positive interpretational style from pre- to post training, and small decreases in negative mood states from pre- to post training. The correlation between these indices of improvements (i.e., change in interpretational style and mood state) was positive and significant. While these benign training effects differed reliably from negative training effects, the difference relative to neutral or no-training conditions remained insignificant for the change in positive bias and mood. Furthermore, benign training did not attenuate relative increases in negative mood in response to emotional challenges.

These findings partly support but also extend results from the earlier meta-analysis which combined assessment of CBM-I effects with another training program, CBM-A (Hallion & Ruscio, 2011). Across both meta-analyses (the current one including additional 24 articles) benign CBM-I training reliably ‘boosted’ positive interpretations post-training. Benign CBM-I resulted in a large post-training difference between positive and negative interpretation bias, which was also significantly larger than in any comparison condition. However, the neutral condition also presented with a significantly larger positive as compared to negative interpretation bias after training. As these effects are based on post-training differences only, it is impossible to tell whether the change in positive interpretation bias due to training was significant in the benign as well as in the neutral group. We therefore additionally systematically investigated the increase in positive interpretation bias from pre- to post-training. The benign condition showed significant but small changes, which differed from negative training only. This raises the question of whether benign training significantly enhances changes that are attributable to naturally occurring fluctuations in interpretational style (as those demonstrated by individuals receiving no training) and changes that may be explained by placebo effects (as those demonstrated by individuals receiving neutral training). However, it also needs to be taken into account that compared to the benign training no-training and neutral training were administered less frequently (three and six samples as compared to 20 samples), hence power for these comparisons might have been reduced. Including these comparative training conditions in primary studies might address these questions more reliably in the future. Yet, it is still notable that only benign training showed a significant change in interpretational style, indicating its potential as an interventive tool.

Whereas benign CBM-I seems to be the only condition to significantly affect interpretational biases, mood was affected in all but the no-training condition. Benign CBM-I training resulted in significant, but small decreases in negative mood, which significantly differed from changes in the opposite direction in the negative condition, but not from changes in neutral and no-training conditions. The significant positive change in the neutral condition but not in the no-training condition may suggest that neutral training is not completely emotionally ‘neutral’ after all. These findings may help to explain the inconsistencies in the primary literature, e.g., see (Mathews, 2004), as it shows that the significance of the post training differences in mood probably only becomes obvious when benign and negative groups are compared.

Furthermore, contrary to predictions that the tendency to benignly interpret ambiguous situations should decrease the negative mood response particularly under conditions of emotional provocations (Wilson et al., 2006), we did not find this in the present data. To understand what this implies it is crucial to inspect the diverse emotional challenges employed to investigate negative mood reactivity after CBM-I. Those included overall stressful videos (Hertel et al., 2011; Hoppitt et al., 2010b; Lang et al., 2009; Mackintosh et al., 2006; Wilson et al., 2006), unsolvable anagram tasks (Salemink et al., 2007a, 2009), worry intrusions or negative mood inductions (Hayes et al., 2010; Hirsch et al., 2009; Holmes et al., 2009; Salemink & van den Hout, 2010a), symptom provoking tasks (Clerkin & Teachman, 2011; Steinman & Teachman, 2010), speech anticipation (Standage et al., 2009), and exposure to emotional faces combined with ‘incorrect’ feedback (Tran et al., 2011b). It can be suggested that most of those did not provoke ambiguity specifically, but were distressing more generally. For example, watching stressful videos (Hertel et al., 2011), trying to solve an unsolvable anagram task under time pressure ‘knowing’ that ‘most people have no problems solving it in time’, e.g., see (Salemink et al., 2009) or giving a speech, e.g. see (Standage et al., 2009) should be stressful for most individuals. The results of the current meta-analysis therefore only suggest that benign CBM-I does not alter overall mood-reactivity in response to these universally stressful events or situations. Very likely, emotional challenges currently employed were arguably not the most suitable for assessment of the more
subtle effects of interpretation biases on negative mood-reactivity as the reaction to these stressors are not under the direct influence of interpretation biases. Future studies should consider including emotional challenges that more directly activate the manipulated cognitive mechanism allowing clinically relevant conclusions about benign CBM-I’s effects on daily-life stressors, such as having a group of colleagues laughing when you enter the room.

Nevertheless, the current data support the hypothesis that trained differences in interpretational style and changes in mood state are correlated, implying that benign interpretation biases are related with feeling less negative. The manipulation of interpretational style not only resulted in significant changes in interpretation style, but these changes were also significantly associated with decreases in negative mood states. Although these mood changes appeared to be of rather small effect size, assuming that individuals are confronted with ambiguous situations repeatedly in their daily lives, the cumulative effect of benignly interpreting these situations might result in clinically significant improvements in the long run.

**How can we boost benign CBM-I’s effectiveness?**

To amplify these positive effects of benign CBM-I, it is of upmost clinical relevance to know how training effects can be maximized. The probably most obvious factor, training paradigm, showed somewhat unexpected findings. We distinguished between two paradigm groups: the ambiguous situations paradigm (AS) and the combination of all other employed tasks. While the chances for a larger positive than negative interpretation bias after training were higher for individuals receiving the ambiguous situations paradigm (AS), the chances for an increase in positive interpretation bias from pre-to post training were larger for individuals receiving other training paradigms. A possible explanation is that the assessment of the post-training endorsement of positive versus negative bias (but not of the pre-post training differences in positive interpretation bias) shows great similarity to the training method employed in AS-paradigms whereas studies investigating changes in positive interpretations typically use questionnaire measures that do not resemble the employed training program. In support of this suggestion, previous research has shown that, while the endorsement of positive versus negative interpretation style after training showed significant training effects with the AS-paradigm, other interpretation bias assessment tools did not (Salemink et al., 2007b). So, perhaps training effects are more visible when training and test are of increased similarity. Alternatively, the findings for the post-training endorsement of positive versus negative bias may have been solely driven by the use of imagery instructions which were (almost) only employed in studies with the AS-paradigm. From the current results it impossible to tell whether the AS-paradigm would still be superior to the homograph paradigm if no imagery instructions had been employed. Overall, the AS-paradigm was developed to increase stimuli realism (Mathews, 2004; Mathews & Mackintosh, 2000) and is a task with high face validity. In order to overcome this methodological issue, future studies should consider adding different outcome measures.

Despite this imprecision about which paradigm provides the best results, several procedural factors were found to significantly increase benign CBM-I’s effectiveness above and beyond the type of training paradigm. Most convincingly, imagery instructions were able to significantly boost improvements in both positive interpretation bias and negative mood. Imagery has long been assumed to have a special link with emotions (Holmes et al., 2006). The use of imagery in CBM-I has been proposed to increase training effects and primary studies have supported this idea (Holmes et al., 2009; Holmes et al., 2006). This is the first meta-analysis indicating that imagery instructions can have moderate to large effects on increasing the effect of benign CBM-I on interpretation biases and accompanying mood. It needs to be considered however, that the use of imagery was associated with percentage females in the sample for post training endorsement of positive versus negative interpretations. This may indicate that the effect of imagery for this particular outcome is partly attributable to the effect of sex and vice versa. However, both sex and imagery yielded significant effects for each of the other outcome measures as well (where only very weak correlations were observable) supporting the robustness of the imaging effect. We therefore suggest that the general finding of the value of imagery instructions in benign CBM-I is valid.

Likewise, the observation that provision of repeated training sessions increased training effectiveness further confirms theory and findings of primary studies focusing on the clinical use of CBM-I. Although the effect sizes were small (.08 for increase in positive interpretation bias and .07 for decrease in negative mood), it is important to realize that this is the increase in effect size for just adding one additional training session. Therefore, this effect increases to a certain degree with additional training sessions. However, it is crucial to understand here that repeated training sessions were most often employed in samples with mood-symptoms (with the latter also showing significant influence on the increase in positive interpretation bias). This makes it difficult to determine which of the two moderators drove this effect although post-hoc analyses including both factors simultaneously supported the robustness of the influence of more training sessions. In the future, using internet based CBM applications in combination with momentary assessment techniques (Csikszenmihalyi
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& Larson, 1987; Wichers et al., 2011) may enhance the feasibility of having people ‘train’ their positive interpretation biases more frequently. For example, people may download a simple training program and carry out exercises on a weekly or daily basis, thereby integrating positive interpretation tendencies to their daily life situations. One pioneering study (Bowler et al., 2012) already demonstrated the feasibility and effectiveness of a multi-session internet-based CBM-I. While not influencing any of the other outcome measures, administering feedback about response accuracy and having a moderate ratio of benign training items and total items within the training was further related to a larger increase in positive interpretation bias with moderate (feedback) to large (ratio) effect sizes. Speculatively, both these factors foster engagement with the training task. That is, feedback is only administered if participants have to respond in some way or another to the stimuli presented (not necessarily by completing word-fragments as was assessed with the ‘generate’ variable that showed no effect) and may encourage them to concentrate and elaborate on the information presented. Having not 100% of the items benign may have a similar effect. It has been shown in studies of instrumental conditioning that responses learned under partial reinforcement are much harder to extinguish than responses learned under continuous reinforcement (Gleitman, Fridlund, & Reisberg, 2004, p. 161). The same may be true for the current task where participants had to learn on most but not all occasions to interpret situations as benign – which is presumably also somewhat more reflective of real-life interactions (Mathews et al., 2007).

Do people who are most vulnerable actually respond to CBM-I?

We also sought to examine whether benign CBM-I was universally effective, or if it was of particular benefit to those who were most vulnerable. Our findings indicated that particularly women (who are more vulnerable to develop mood symptoms) tend to benefit more from benign CBM-I, both cognitively (interpretation bias) and emotionally (mood) with significant and large effect sizes. This is in agreement with theory, as it has long been recognized that women are more emotionally reactive than men, e.g., see (Husky et al., 2009).

The increase in positive interpretation bias from pre- to post-training was particularly prominent in samples with anxiety and mood symptoms/diagnoses as compared to healthy (non-symptomatic) controls (showing a non-significant change). However, as already mentioned above, this effect of mood-symptoms cannot completely be torn apart from the effect of repeated training sessions. It is possible that both effects add a significant part but are smaller than suggested here. Although post-hoc analyses did not support the influence of emotional symptoms, it is important to notice that all studies administering more than one training session were conducted in symptomatic samples, possibly suggesting that repeated sessions are of added value within symptomatic samples. To resolve this issue, research administering repeated sessions to both healthy and symptomatic samples are needed. Exposure to one or more sessions of benign CBM-I may result in only moderate changes in healthy populations as they already possess a substantial positive interpretation bias to begin with, resulting in a ceiling effect. However, for people with a potentially lowered positive interpretation bias, benign CBM-I can cause a significant and large increase in positive interpretation bias. Therefore, benign CBM-I may add therapeutic benefit to general Cognitive Behavioral Therapy (CBT) paradigms by targeting dysfunctional cognitions more directly and specifically without much additional effort from both the therapist and the patient. Very recently, two studies intriguingly demonstrated that benign CBM-I was indeed associated with clinical relevant improvements (Bowler et al., 2012; Williams et al., 2013).

Limitations and future directions

Several issues need consideration in interpreting the current findings. First, a substantial threat to conclusive meta-analyses is the problem of unpublished data. Often, studies that yield significant effect-sizes are more likely to be published than studies not yielding significant effect sizes, a phenomenon referred to as publication bias (Peters et al., 2006). To draw firm conclusions about the effectiveness of CBM-I, it is necessary to include as many studies as possible (preferably all). To this end, we contacted all authors in the field to request unpublished data, and also verified that any post-abstract findings were included in the analysis. Moreover, as there was no indication for publication bias (Morris & DeShon, 2002), we cautiously suggest that even had there been other unpublished data, these would not have changed the results.

Second, in the current meta-analysis we specifically focused on mood state in order to be as precise as possible in what CBM-I actually does, based on what has actually been assessed. Low mood is a common symptom of mood- and anxiety disorders (APA, 2000). However, it does not encompass the whole spectrum of possible mood symptoms. Based on the current findings, it may be concluded that the symptom of ‘low mood’ can be influenced by benign CBM-I. However, this effect is small and whether other symptoms like feelings of guilt or rumination can also be influenced cannot be answered. It needs to be considered though that CBM-I effects on general psychopathology may not immediately become apparent after a single session of CBM-I training for two reasons. First, interpretation biases only start to play a role in
reducing mood when people are confronted with ambiguous situations in their own life. Second, interpretation biases represent only one potential bias in information processing (Mathews, 2004), which, in turn, represents only one possible cause of emotional disturbance (Hallion & Ruscio, 2011). Studies are currently emerging showing that training more than one benign cognitive bias (e.g., interpretation and attention bias) (Beard, Weisberg, & Amir, 2011; Brosan, Hoppitt, Sheller, Silence, & Mackintosh, 2011) and repeated training sessions of CBM-I (Bowler et al., 2012; Williams et al., 2013) result in clinical relevant improvements.

Finally, it needs to be acknowledged that the current moderators were all investigated separately, preventing conclusions about the sum of their effects when included simultaneously. We did control all analyses for the paradigm employed as this was a rather complex construct encompassing stimulus presentation and processing. Therefore, the current results depict the effects of the moderators above and beyond the effect of paradigm but not above and beyond the presence of any other moderators. However, testing the effects of all possible moderators to investigate their combined additive and interactive effects would have drastically reduced the power to draw any meaningful conclusions. Most of the correlations between the moderators were small to moderate reducing the likelihood that the results were confounded by collinearity.

However, - and as already elaborated above - , the effect of repeated training sessions and mood symptoms on the increase in positive interpretation bias in benign training conditions remains indistinguishable so far. Although it needs to be noted that both are intuitively valid and have been supported by primary research, the currently found effects may depict overestimations. In the future, the advent of internet access and momentary assessment technology, like currently developed apps for smartphones, can be used to implement benign CBM-I more efficiently. Participants can download programs to their private computers and train more frequently than possible in the lab. Having a training program on their smartphones would even enable participants to train benign interpretations in their daily lives. Because imagery seems to play a crucial role in increasing benign CBM-I effectiveness, it might be particularly interesting to examine whether novel technical tools such as virtual reality can enhance the computerized training even more. Furthermore, as adolescents are particularly vulnerable to emotional disturbance (Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993) and initial primary studies have demonstrated effectiveness of CBM-I in these samples (Lothmann, Holmes, Chan, & Lau, 2011; Muris, Huijding, Mayer, & Hameetman, 2008; Salemink & Wiers, 2012), future research needs to demonstrate whether the current results for adult samples translate to adolescent samples.

**Conclusions**

Although results were less strong as previously suggested, it may be concluded that benign CBM-I has clinical potential. It was associated with an increase in positive interpretation bias and a decrease in negative mood. These effects (i.e., increase in positive interpretation bias and decrease in negative mood) were significantly correlated indicating that an improvement in cognitive style goes hand in hand with immediate improvements in mood. Although effects did not consistently differ from control training conditions and the effects of repeated number of training sessions was not well distinguishable from the effects of mood-symptoms for the change in positive interpretation bias, employing imagery instructions in particular and to a lesser extent repeated training sessions, a moderate ratio of benign training items and total items, and administering feedback during training can significantly increase these effects. Most encouragingly, there are indications that benign CBM-I paradigms appear particularly effective in vulnerable samples.
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### Table S1

<table>
<thead>
<tr>
<th>Section/topic</th>
<th>#</th>
<th>Checklist item</th>
<th>Reported in section</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TITLE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Title</td>
<td>1</td>
<td>Identify the report as a systematic review, meta-analysis, or both.</td>
<td>Title</td>
</tr>
<tr>
<td><strong>ABSTRACT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structured summary</td>
<td>2</td>
<td>Provide a structured summary including, as applicable: background; objectives; data sources; study eligibility criteria, participants, and interventions; study appraisal and synthesis methods; results; limitations; conclusions and implications of key findings; systematic review registration number.</td>
<td>Abstract</td>
</tr>
<tr>
<td><strong>INTRODUCTION</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rationale</td>
<td>3</td>
<td>Describe the rationale for the review in the context of what is already known.</td>
<td>Introduction</td>
</tr>
<tr>
<td>Objectives</td>
<td>4</td>
<td>Provide an explicit statement of questions being addressed with reference to participants, interventions, comparisons, outcomes, and study design (PICOS).</td>
<td>Introduction</td>
</tr>
<tr>
<td><strong>METHODS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protocol and registration</td>
<td>5</td>
<td>Indicate if a review protocol exists, if and where it can be accessed (e.g., Web address), and, if available, provide registration information including registration number.</td>
<td>Methods</td>
</tr>
<tr>
<td>Eligibility criteria</td>
<td>6</td>
<td>Specify study characteristics (e.g., PICOS, length of follow-up) and report characteristics (e.g., years considered, language, publication status) used as criteria for eligibility, giving rationale.</td>
<td>Methods</td>
</tr>
<tr>
<td>Information sources</td>
<td>7</td>
<td>Describe all information sources (e.g., databases with dates of coverage, contact with study authors to identify additional studies) in the search and date last searched.</td>
<td>Methods</td>
</tr>
<tr>
<td>Search</td>
<td>8</td>
<td>Present full electronic search strategy for at least one database, including any limits used, such that it could be repeated.</td>
<td>Methods</td>
</tr>
<tr>
<td>Study selection</td>
<td>9</td>
<td>State the process for selecting studies (i.e., screening, eligibility, included in systematic review, and, if applicable, included in the meta-analysis).</td>
<td>Methods</td>
</tr>
<tr>
<td>Data collection process</td>
<td>10</td>
<td>Describe method of data extraction from reports (e.g., piloted forms, independently, in duplicate) and any processes for obtaining and confirming data from investigators.</td>
<td>Methods</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Section/topic</th>
<th>#</th>
<th>Checklist item</th>
<th>Reported in section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data items</td>
<td>11</td>
<td>List and define all variables for which data were sought (e.g., PICOS, funding sources) and any assumptions and simplifications made.</td>
<td>Methods</td>
</tr>
<tr>
<td>Risk of bias in individual studies</td>
<td>12</td>
<td>Describe methods used for assessing risk of bias of individual studies (including specification of whether this was done at the study or outcome level), and how this information is to be used in any data synthesis.</td>
<td>Methods</td>
</tr>
<tr>
<td>Summary measures</td>
<td>13</td>
<td>State the principal summary measures (e.g., risk ratio, difference in means).</td>
<td>Methods</td>
</tr>
<tr>
<td>Synthesis of results</td>
<td>14</td>
<td>Describe the methods of handling data and combining results of studies, if done, including measures of consistency (e.g., I²) for each meta-analysis.</td>
<td>Methods</td>
</tr>
<tr>
<td>Risk of bias across studies</td>
<td>15</td>
<td>Specify any assessment of risk of bias that may affect the cumulative evidence (e.g., publication bias, selective reporting within studies).</td>
<td>Methods</td>
</tr>
<tr>
<td>Additional analyses</td>
<td>16</td>
<td>Describe methods of additional analyses (e.g., sensitivity or subgroup analyses, meta-regression, if done, indicating which were pre-specified.</td>
<td>Methods</td>
</tr>
<tr>
<td><strong>RESULTS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study selection</td>
<td>17</td>
<td>Give numbers of studies screened, assessed for eligibility, and included in the review, with reasons for exclusions at each stage, ideally with a flow diagram.</td>
<td>Results (Figure 1)</td>
</tr>
<tr>
<td>Study characteristics</td>
<td>18</td>
<td>For each study, present characteristics for which data were extracted (e.g., study size, PICOS, follow-up period) and provide the citations.</td>
<td>Results (Table 1)</td>
</tr>
<tr>
<td>Risk of bias within studies</td>
<td>19</td>
<td>Present data on risk of bias of each study and, if available, any outcome level assessment (see item 12).</td>
<td>Results</td>
</tr>
<tr>
<td>Results of individual studies</td>
<td>20</td>
<td>For all outcomes considered (benefits or harms), present, for each study: (a) simple summary data for each intervention group (b) effect estimates and confidence intervals, ideally with a forest plot.</td>
<td>Results (Figures 2-5)</td>
</tr>
<tr>
<td>Synthesis of results</td>
<td>21</td>
<td>Present results of each meta-analysis done, including confidence intervals and measures of consistency.</td>
<td>Results (Table 2, 3)</td>
</tr>
<tr>
<td>Risk of bias across studies</td>
<td>22</td>
<td>Present results of any assessment of risk of bias across studies (see item 15).</td>
<td>Results (Figure S4)</td>
</tr>
<tr>
<td>Additional analysis</td>
<td>23</td>
<td>Give results of additional analyses, if done (e.g., sensitivity or subgroup analyses, meta-regression [see Item 16]).</td>
<td>Results</td>
</tr>
</tbody>
</table>
## DISCUSSION

### Summary of evidence

Summarize the main findings including the strength of evidence for each main outcome; consider their relevance to key groups (e.g., healthcare providers, users, and policy makers).

### Limitations

Discuss limitations at study and outcome level (e.g., risk of bias), and at review-level (e.g., incomplete retrieval of identified research, reporting bias).

### Conclusions

Provide a general interpretation of the results in the context of other evidence, and implications for future research.

## FUNDING

Describe sources of funding for the systematic review and other support (e.g., supply of data); role of funders for the systematic review.
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### COGNITION MEASUREMENTS ORDER

**ORDER** | **CODE** | **NAME**
--- | --- | ---
1 | C01 | Recognition ratings
2 | C02 | RT to word fragments
3 | C03 | Word sentence association task
4 | C04 | Lexical decision task
5 | C14 | Emotionality ratings, ambiguous description
6 | C06 | Scrambled sentence test
7 | C05 | Form and describe image
8 | C07 | Interpretation bias questionnaire
9 | C13 | Video ratings
10 | C12 | Reason for events
11 | C18 | BBSIQ (Bodily sensation symptoms)
12 | C17 | VAS depressive bias
13 | C19 | RIP (response to intrusions questionnaire)

### MOOD MEASUREMENT ORDER

**ORDER** | **CODE** | **NAME**
--- | --- | ---
1 | M01 | STAI-state
2 | M02 | STAI-trait
3 | M06 | NAS (negative affect scale, PANAS)
4 | M08 | VAS anxiety
5 | M09 | VAS depression
6 | M10 | FNES (fear of negative evaluations scale)
7 | M21 | PANAS FS (PANAS fear subscale)
8 | M13 | Libowitz Social Anxiety Scale
9 | M22 | Anxiety Sensitivity Index
10 | M11 | SPAI (social phobia and anxiety inventory)
11 | M20 | VAS sad
12 | M27 | VAS negative
Table S3  Correlations between moderators per outcome measure

1) difference between positive and negative interpretation bias after training

<table>
<thead>
<tr>
<th>IMAGE</th>
<th>GENERATE</th>
<th>PRESENT</th>
<th>FEEDBACK</th>
<th>RATIO</th>
<th>FREQ</th>
<th>STATUS</th>
<th>AGE</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMAGE</td>
<td>1.00</td>
<td>0.12</td>
<td>0.20</td>
<td>0.31</td>
<td>0.56</td>
<td>0.12</td>
<td>-0.19</td>
<td>-0.60</td>
</tr>
<tr>
<td>GENERATE</td>
<td>0.12</td>
<td>1.00</td>
<td>-0.46</td>
<td>-0.15</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.22</td>
<td>0.03</td>
</tr>
<tr>
<td>PRESENT</td>
<td>0.20</td>
<td>-0.46</td>
<td>1.00</td>
<td>0.06</td>
<td>0.39</td>
<td>-0.08</td>
<td>-0.20</td>
<td>-0.19</td>
</tr>
<tr>
<td>FEEDBACK</td>
<td>0.31</td>
<td>-0.15</td>
<td>0.06</td>
<td>1.00</td>
<td>-0.22</td>
<td>0.04</td>
<td>0.10</td>
<td>-0.45</td>
</tr>
<tr>
<td>RATIO</td>
<td>0.56</td>
<td>0.02</td>
<td>0.39</td>
<td>-0.22</td>
<td>1.00</td>
<td>-0.03</td>
<td>0.13</td>
<td>0.29</td>
</tr>
<tr>
<td>FREQ</td>
<td>0.12</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.04</td>
<td>-0.03</td>
<td>1.00</td>
<td>0.39</td>
<td>0.06</td>
</tr>
<tr>
<td>STATUS</td>
<td>0.32</td>
<td>0.08</td>
<td>0.20</td>
<td>0.10</td>
<td>0.13</td>
<td>0.39</td>
<td>1.00</td>
<td>-0.30</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.19</td>
<td>-0.22</td>
<td>-0.20</td>
<td>-0.45</td>
<td>0.29</td>
<td>0.06</td>
<td>-0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>SEX</td>
<td>-0.60</td>
<td>0.03</td>
<td>-0.19</td>
<td>-0.18</td>
<td>-0.07</td>
<td>-0.20</td>
<td>-0.35</td>
<td>0.37</td>
</tr>
</tbody>
</table>

2) change in positive interpretation bias from pre- to post training

<table>
<thead>
<tr>
<th>IMAGE</th>
<th>GENERATE</th>
<th>PRESENT</th>
<th>FEEDBACK</th>
<th>RATIO</th>
<th>FREQ</th>
<th>STATUS</th>
<th>AGE</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMAGE</td>
<td>1.00</td>
<td>0.27</td>
<td>-0.03</td>
<td>0.25</td>
<td>0.04</td>
<td>0.23</td>
<td>0.40</td>
<td>0.29</td>
</tr>
<tr>
<td>GENERATE</td>
<td>0.27</td>
<td>1.00</td>
<td>-0.49</td>
<td>0.49</td>
<td>-0.36</td>
<td>0.42</td>
<td>0.44</td>
<td>-0.32</td>
</tr>
<tr>
<td>PRESENT</td>
<td>-0.03</td>
<td>-0.49</td>
<td>1.00</td>
<td>-0.78</td>
<td>0.50</td>
<td>-0.41</td>
<td>-0.47</td>
<td>0.41</td>
</tr>
<tr>
<td>FEEDBACK</td>
<td>0.25</td>
<td>0.49</td>
<td>-0.78</td>
<td>1.00</td>
<td>-0.50</td>
<td>0.36</td>
<td>0.41</td>
<td>-0.34</td>
</tr>
<tr>
<td>RATIO</td>
<td>0.04</td>
<td>-0.36</td>
<td>0.50</td>
<td>-0.50</td>
<td>1.00</td>
<td>-0.45</td>
<td>-0.41</td>
<td>0.22</td>
</tr>
<tr>
<td>FREQ</td>
<td>0.23</td>
<td>0.42</td>
<td>-0.41</td>
<td>0.36</td>
<td>-0.45</td>
<td>1.00</td>
<td>0.73</td>
<td>0.04</td>
</tr>
<tr>
<td>STATUS</td>
<td>0.40</td>
<td>0.44</td>
<td>-0.47</td>
<td>0.41</td>
<td>-0.41</td>
<td>0.73</td>
<td>1.00</td>
<td>0.28</td>
</tr>
<tr>
<td>AGE</td>
<td>0.29</td>
<td>-0.32</td>
<td>0.41</td>
<td>-0.34</td>
<td>0.22</td>
<td>0.04</td>
<td>0.28</td>
<td>1.00</td>
</tr>
<tr>
<td>SEX</td>
<td>0.12</td>
<td>-0.16</td>
<td>0.54</td>
<td>-0.47</td>
<td>0.42</td>
<td>-0.39</td>
<td>-0.12</td>
<td>0.54</td>
</tr>
</tbody>
</table>

3) change in negative mood from pre- to post training

<table>
<thead>
<tr>
<th>IMAGE</th>
<th>GENERATE</th>
<th>PRESENT</th>
<th>FEEDBACK</th>
<th>RATIO</th>
<th>FREQ</th>
<th>STATUS</th>
<th>AGE</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMAGE</td>
<td>1.00</td>
<td>0.30</td>
<td>-0.11</td>
<td>0.33</td>
<td>-0.30</td>
<td>0.02</td>
<td>0.13</td>
<td>-0.04</td>
</tr>
<tr>
<td>GENERATE</td>
<td>0.30</td>
<td>1.00</td>
<td>-0.64</td>
<td>0.43</td>
<td>-0.55</td>
<td>-0.06</td>
<td>0.09</td>
<td>-0.27</td>
</tr>
<tr>
<td>PRESENT</td>
<td>-0.11</td>
<td>-0.64</td>
<td>1.00</td>
<td>-0.65</td>
<td>0.55</td>
<td>-0.10</td>
<td>-0.09</td>
<td>0.24</td>
</tr>
<tr>
<td>FEEDBACK</td>
<td>0.33</td>
<td>0.43</td>
<td>-0.65</td>
<td>1.00</td>
<td>-0.53</td>
<td>0.02</td>
<td>0.18</td>
<td>-0.35</td>
</tr>
<tr>
<td>RATIO</td>
<td>-0.30</td>
<td>-0.55</td>
<td>0.55</td>
<td>-0.53</td>
<td>1.00</td>
<td>0.02</td>
<td>-0.07</td>
<td>0.29</td>
</tr>
<tr>
<td>FREQ</td>
<td>0.02</td>
<td>-0.06</td>
<td>-0.10</td>
<td>0.02</td>
<td>0.02</td>
<td>1.00</td>
<td>0.46</td>
<td>0.04</td>
</tr>
<tr>
<td>STATUS</td>
<td>0.13</td>
<td>0.09</td>
<td>-0.09</td>
<td>0.18</td>
<td>-0.07</td>
<td>0.46</td>
<td>1.00</td>
<td>-0.11</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.04</td>
<td>-0.27</td>
<td>0.24</td>
<td>-0.35</td>
<td>0.29</td>
<td>0.04</td>
<td>-0.11</td>
<td>1.00</td>
</tr>
<tr>
<td>SEX</td>
<td>0.05</td>
<td>0.13</td>
<td>0.15</td>
<td>-0.35</td>
<td>0.21</td>
<td>-0.28</td>
<td>-0.18</td>
<td>0.38</td>
</tr>
</tbody>
</table>

4) difference in negative mood from pre- to post emotional challenge

<table>
<thead>
<tr>
<th>IMAGE</th>
<th>GENERATE</th>
<th>PRESENT</th>
<th>FEEDBACK</th>
<th>RATIO</th>
<th>FREQ</th>
<th>STATUS</th>
<th>AGE</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMAGE</td>
<td>1.00</td>
<td>-0.04</td>
<td>-0.09</td>
<td>0.35</td>
<td>-0.35</td>
<td>0.15</td>
<td>-0.09</td>
<td>-0.66</td>
</tr>
<tr>
<td>GENERATE</td>
<td>-0.04</td>
<td>1.00</td>
<td>-0.75</td>
<td>0.23</td>
<td>-0.59</td>
<td>0.20</td>
<td>0.45</td>
<td>-0.20</td>
</tr>
<tr>
<td>PRESENT</td>
<td>-0.09</td>
<td>-0.75</td>
<td>1.00</td>
<td>-0.43</td>
<td>0.48</td>
<td>-0.15</td>
<td>-0.33</td>
<td>0.29</td>
</tr>
<tr>
<td>FEEDBACK</td>
<td>0.35</td>
<td>0.23</td>
<td>-0.43</td>
<td>1.00</td>
<td>-0.50</td>
<td>0.13</td>
<td>0.30</td>
<td>-0.50</td>
</tr>
<tr>
<td>RATIO</td>
<td>-0.35</td>
<td>-0.59</td>
<td>0.48</td>
<td>-0.50</td>
<td>1.00</td>
<td>-0.33</td>
<td>-0.41</td>
<td>0.25</td>
</tr>
<tr>
<td>FREQ</td>
<td>0.15</td>
<td>0.20</td>
<td>-0.15</td>
<td>0.13</td>
<td>-0.33</td>
<td>1.00</td>
<td>0.34</td>
<td>-0.18</td>
</tr>
<tr>
<td>STATUS</td>
<td>-0.09</td>
<td>0.45</td>
<td>-0.33</td>
<td>0.30</td>
<td>-0.41</td>
<td>0.34</td>
<td>1.00</td>
<td>0.06</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.66</td>
<td>-0.20</td>
<td>0.29</td>
<td>-0.50</td>
<td>0.25</td>
<td>-0.18</td>
<td>0.06</td>
<td>1.00</td>
</tr>
<tr>
<td>SEX</td>
<td>-0.10</td>
<td>0.18</td>
<td>0.01</td>
<td>-0.54</td>
<td>0.20</td>
<td>-0.27</td>
<td>-0.19</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Note. IMAGE = imagery instructions (yes/no); GENERATE = participants had to generate disambiguating words (yes/no); PRESENT = stimulus presentation (visual/auditory); RATIO = ratio of items in benign direction relative to all items; FREQ = number of training sessions; STATUS = health status (healthy/symptomatic); AGE = mean age of sample in years; SEX = male/female.
Figure S4  Funnel Plots for All Condition Level Effect Sizes and for All Possible Pairwise Differences Effect Sizes.
CHAPTER 8

General Discussion
Affect dynamics, that is momentary affective states and how they change from one moment to the next and in response to situations and appraisals, have been proposed to constitute a basic mechanism of mental health (Wichers, 2013). The current thesis aimed at increasing the understanding about positive and negative affect dynamic processes. Several affect dynamic processes were investigated in various ways. More specifically, the studies of this thesis addressed the influence of genetic variation on positive affect dynamics (Chapter 3, 4), stress as a contributor to negative affect dynamic processes (Chapter 5) as well as a target for change (Chapter 6, 7), and the relation between positive and negative affect dynamics (Chapter 2, 3).

In this chapter the results of these studies will be discussed. First, I will focus on the role of genetic variation in positive affect dynamics (momentary positive affect and reward sensitivity) and argue that genetic variation may play a minor role. Second, I will summarize the current findings on stress and show that both social evaluative situations as well as trainings aimed at reducing stress appraisals influence negative and positive affect dynamic processes. Finally, I will combine the results from various chapters of this thesis relating to positive and negative affect dynamics and argue that they are distinguishable but related constructs. Potential implications for the treatment of mood-disorders will be discussed. Throughout this chapter I will indicate which questions still need to be addressed in future studies and how mood symptoms may alter affect dynamic processes.

Positive affect dynamics and genes

Genetic variation has been shown to be associated with individual differences in negative affect dynamics, including negative affect and stress sensitivity (i.e. negative affect in the context of unpleasant appraisals) as experienced in the flow of daily life (Jacobs et al., 2012; Jacobs et al., 2005; Wichers et al., 2007b). Such knowledge was scant for momentary positive affect dynamics so far. The current thesis addressed this gap and finds no strong indication for genetic variation in positive affect or reward sensitivity (i.e. positive affect in the context of pleasant appraisals) (Chapter 3, Chapter 4). Together these findings suggest that while individual differences in access to downward spiral processes is subject to genetic variation, individual differences in access to upward spiral dynamics is not. How these findings fit with previous research is discussed separately for positive affect and reward sensitivity in more detail below.

Positive affect

As mentioned in the introduction wellbeing can be separated into a cognitive (e.g., life satisfaction) and an affective component (Kuppens, Realo, & Diener, 2008; Nes, 2010; Shmotkin, 2005). Positive affect constitutes the affective part of wellbeing (Kuppens et al., 2008; Nes, 2010; Shmotkin, 2005) and the current findings suggest that this part of wellbeing does not vary as a function of genetic variation. Some studies have previously examined the heritability of wellbeing. For example, Bartels and Boomsma (2009) investigated in a large genetically informative twin-sibling sample to what degree individual differences in the evaluation of quality of life in general, quality of life at the moment, satisfaction with life, and overall estimations of subjective happiness were subject to genetic variation. They not only found that individual differences on each of these measurements varied as a function of genetic variation but that all constructs shared an underlying genetic factor (Bartels & Boomsma, 2009). In another large genetically informative sample, Nes and colleagues found that subjective wellbeing, defined as a sum of evaluations on life satisfaction and general positive and negative affect, was to a large degree influenced by genetic variation (Nes, Czajkowski, & Tambs, 2010). While these results clearly show that individual differences in the cognitive part of wellbeing (e.g., life satisfaction, quality of life) is subject to genetic variation, the assessed affective parts like overall evaluations of subjective happiness (Bartels & Boomsma, 2009) and general positive and negative affect (Nes et al., 2010) need to be viewed with more caution. They were either assessed in a very general manner (Bartels & Boomsma, 2009) allowing for recall biases (Shiftman, Stone, & Hufford, 2008) and influences of cognitive wellbeing (Diener, 1994) or were directly combined with cognitive wellbeing assessments (Nes et al., 2010). To prevent such intertwining of positive affect with cognitive aspects of wellbeing, the studies of this thesis assessed positive affect prospectively in the flow of daily life. The current results indicate that genetic variation plays no role in individual differences in such assessed positive affect and expand previous findings on retrospectively assessed positive affect (Baker, Cesa, Gatz, & Mellins, 1992). In sum these findings suggest that the role of genetic variation on individual differences in wellbeing seems to differ between the different parts of wellbeing. While genetic variation may make some individuals more prone to cognitively evaluate their lives as more satisfying, such genetic variation appears not to matter for the actual experience of momentary positive affect in the flow of daily life. Future research needs yet to define what this implies for the interaction and association between the affective and the cognitive parts of wellbeing.

Reward sensitivity

The experience of reward has been associated with resilience against and recovery from mood-symptoms (Forbes, 2009; Geschwind et al., 2010; Wichers et al., 2009). Contrasting numerous previous findings (Bogdan & Pizzagalli, 2009; Camara et al., 2010; Dreher, Kohn, Kolachana, Weinberger, & Berman, 2009; Schmack et al., 2008;
Wichers et al., 2008; Yacubian et al., 2007) the current results demonstrated only a weak – if any – influence of genetic variation on reward sensitivity in both a behavior genetic (Chapter 3) and a molecular genetic study (Chapter 4). How can this discrepancy in results be explained?

All but one (Wichers et al., 2008) of the previous studies constituted of an experimental design, that is, they included controlled reward-stimuli (Bogdan & Pizzagalli, 2009; Camara et al., 2010; Schmack et al., 2008; Yacubian et al., 2007) and defined reward sensitivity as a stimulus – response association (Figure 1a). Analog to the appraisal model for affective experiences (Kuppens & Tong, 2010; Roseman & Edvokas, 2004; Smith & Kirby, 2009; also see figure 4 of introduction), the appraisal of the stimulus occurs after the stimulus but before the response. This indicates that the stimulus – response association can be split into a stimulus – appraisal and an appraisal – response association (Figure 1b). The current thesis employed the latter association to define reward sensitivity, i.e. the appraisal – response association.

Figure 1a.

stimulus $\rightarrow$ response

Figure 1b.

stimulus $\rightarrow$ appraisal $\rightarrow$ response

However, one previous experience sampling study already indicated that at least one genetic variant affecting experimentally defined reward (stimulus – response association) (Dreher et al., 2009) also affects experience sampling defined reward (appraisal – response association) (Wichers et al., 2008). It is therefore unlikely that these differences in reward conceptualization are a valid explanation for the discrepancy in results.

Rather, it needs to be considered that all previous studies considered one or maximally two genetic variants at the same time (e.g., Dreher et al., 2009; Wichers et al., 2008; Yacubian et al., 2007). The studies of the current thesis significantly differ in that aspect as they considered either the sum of the effects of genetic variation (Chapter 3, behavioral genetic design) or numerous genetic variants implicated in the brains reward circuity (Chapter 4, molecular genetic design). While the effect of one or two variants may become obvious when investigated in isolation, this effect may be too weak to be detected as significant influences once the influence of other genetic variants is considered as well. When the influence of multiple genetic variants is tested in the same sample, the statistical chances for finding an effect even though there is none rise by the number of tests employed, i.e. a Type I error (Field, 2005). In order to prevent such a false-positive finding, the level of significance needs to be adapted according to the number of tests (multiple testing correction) as explained in more detail in Chapter 4. Such multiple testing correction was employed in the current thesis (Chapter 4) and the effects of hardly any genetic variant survived this. Such multiple testing correction is not necessary when single genetic variants are tested in isolation. Therefore, studies investigating the effect of only one or two genetic variants – as most previous studies did – may have higher chances to find small genetic effects than studies investigating the effect of numerous genetic variants. The current behavior genetic study also indicated some trend for a genetic effect; however, this seemed to be too weak to reach significance in this sample (Chapter 3), which was rather small for a genetic study. In sum this suggests that genetic variation may play a role in individual differences in reward experiences, however, the effects are presumably very small and may only be detected when explored in large samples or when single genetic variants are tested in isolation.

Moreover, the finding of the current thesis that one genetic variant survived multiple testing correction in the sample of individuals with residual depressive symptoms but not in the general population sample (Chapter 4) may indicate that it is not the genetic variant alone but in interaction with the sample that impacts on reward sensitivity. It has been emphasized that genetic influences may only become apparent when all other potentially influential factors become more stable (Nes, 2010). Nes (2010) illustrates this with a comprehensive example: individual differences in body height are well accepted to be highly influenced by genetic variation. Individuals in industrialized countries have a fairly similar diet and hence environmental influences on individual differences in body height become negligible. However, individuals in poor countries may differ in their diet due to their access to resources and therefore environmental influences on individual differences in body height increase. In the latter group environmental influences are diverse and the degree of the genetic effect may therefore be more obscured. Similarly, the sample with residual depressive symptoms of the current thesis may have been more similar on particular factors impacting on reward sensitivity (e.g., the mere experience of depressive symptoms, therapy, reduced social contacts) than individuals from the general population. Future research needs to consider investigating the role of genes in interaction with other potentially influential factors in order to understand the role of genes in reward sensitivity.
The experience of stress and an opportunity for change

Next to understanding the influence of genetic variation on positive affect dynamics another aim of the current thesis was to increase the understanding about processes in the experience of stress. After all, the experience of stress plays a central role in psychopathology (Garland et al., 2010). The current thesis reports on the development of a tool for investigating immediate stress reactions in response to peer evaluations as they may occur on online social networks. Furthermore, it was examined whether and how the tendency to stressfully appraise ambiguous situations can be reduced through training.

The stress of peer evaluations via online social networks

Social network interactions are common, particularly among adolescents (Donnerstein, 2012; Pempek, Yermolayeva, & Calvert, 2009), who are vulnerable to develop symptoms of psychopathology (Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993). One of the main features of online social networks is to comment on others’ personal characteristics and to receive others’ comments on own personal characteristics (Gonzales & Hancock, 2011). As the pure threat of receiving social evaluations has been demonstrated to be experienced as stressful (Dickerson & Kemeny, 2004; Pempek et al., 2009), it is very important to understand the immediate reactions to slightly negative online social evaluations. This thesis presents a new paradigm to assess such reactions (Chapter 5). In this paradigm participants are told that they are required to evaluate five unknown peers (matched in age and gender) on their looks, intelligence, and congeniality and that the same five peers will evaluate them in the same manner. To this end, all participants are asked to make a short video-profile where they provide information about personal characteristics (e.g. hobbies, stance in life). Then participants receive mild (pre-programmed) negative feedback on their looks, intelligence, and congeniality. The results support the validity of the stressor by demonstrating that the experience of social peer evaluations increased negative affect and reduced positive affect. Importantly, affective responses were particularly pronounced in individuals with symptoms of psychopathology during the last week. This indicates that the experience of stress appears to potentiate once symptoms of psychopathology are present. This is in line with previous research that experimentally induced stress (Maner, Miller, Schmidt, & Eckel, 2010) and indicates that access to downward spiral processes is particularly enhanced in these individuals.

Having established that slightly negative peer evaluation as experienced in online social networks fuels negative affect and hampers positive affect, it is now interesting to investigate whether these reactions relate to an increased risk for developing future psychopathology and which factors may prevent such a development. The current thesis presents a suitable tool for exploring these important questions in the future.

Manipulating stress appraisals

It is important to understand the immediate affective reactions to the very specific stressful situation of social peer evaluations (Figure 2a). The current results demonstrate that such a stressor not only fuels the experience of momentary negative affect but also hampers the experience of momentary positive affect. However, understanding the affect dynamic processes of stress requires - analog to the experience of reward - that the experience of stress be split in two associations according to the appraisal model of affective experience: the stimulus-unpleasant appraisal association and the unpleasant appraisal-negative affect association (Kuppens & Tong, 2010; Roseman & Edvokas, 2004; Smith & Kirby, 2009; also see figure 4 of introduction) (Figure 2b).

Chapter 6 and Chapter 7 of this thesis more deeply focused on the stimulus-appraisal association; more specifically, on how manipulation of the ambiguous stimulus-unpleasant appraisal association may contribute to a reduction of experienced stress as a potential clinical mechanism.

Chapter 6 and 7 of the current thesis focused on the manipulation of negative interpretation biases, which includes that ambiguous situations are appraised as threatening, stressful, or unmanageable. Such negative interpretation biases are typical for individuals suffering from mood-symptoms (Beck, 1970; Beck, Emery, & Greenberg, 1985; Koster, Fox, & MacLeod, 2009; MacLeod & Cohen, 1993). Chapter 6 first demonstrates that it is possible to train young adolescents to adopt both a negative interpretation (i.e., unpleasant appraisals) and a positive interpretation (i.e., pleasant appraisals) bias. These results are in line with numerous studies in adult samples (e.g., see Amir, Bomyea, & Beard, 2010; Salemink, van den Hout, & Kindt, 2010c) and have now been replicated in adolescent samples as well (e.g., see Salemink & Wiers, 2012). This lends support to the clinical use of such trainings as particularly adolescents are vulnerable to develop mood symptoms (Lewinsohn et al., 1993) and...
are particularly stress-sensitive in social situations (Sommerville, 2013), which are often ambiguous. Further supporting the clinical relevance of these trainings, the results of Chapter 7 show that training a benign interpretation bias is effective in inducing adaptive interpretation styles (i.e., benign and/or positive interpretation bias) across studies and pinned down factors increasing training effectiveness (Chapter 7). Most prominently, these included instructing participants to imagine being in the depicted situations themselves and administering more training sessions.

Despite these interesting results, it needs to be acknowledged that across studies the effects of benign cognitive bias modification for interpretation (CBM-I) was not reliably different from control conditions. Additionally, affect directly after training and in response to stressful stimuli was not reliably influenced (Chapter 7). This raises the questions whether these trainings are potent enough to decrease psychopathology. Indicating that they are, it has been shown that trainings were particularly effective in vulnerable samples (Chapter 7) and that such trainings do result in clinically significant improvements in mood symptoms in the long-run (Brosan, Hoppitt, Shiffer, Silence, & Mackintosh, 2011; Williams, Blackwell, Mackenzie, Holmes, & Andrews, 2013). How do CBM-I's do this if their immediate effects on interpretation bias, affect, and stress sensitivity are so inconsistent?

It has been proposed previously that small adaptions of appraisal style should already have significant impact on symptoms (Kuppens et al., 2008). The findings of this thesis indeed suggest that the mechanism of action of benign CBM-I's neither lies in the immediate improvements of affect nor in decreased reactivity to stressful stimuli. Rather, the change in appraisals – even though sometimes too small to differ from control conditions (Chapter 7) – may be sufficient to crucially impact on affect dynamics as they occur in the flow of daily life. The effects of benign CBM-I on daily life affect dynamics were employed repeatedly to make sense of daily life ambiguous situations. Each ambiguous situation can only be interpreted once in the flow of daily life. The effects of benign CBM-I on daily life affect dynamics would therefore naturally include increased numbers of pleasant and decreased numbers of unpleasant appraisals. Previous experience sampling research has shown that individuals with depressive symptoms – who likely embrace a negative interpretation style – indeed experience fewer pleasant appraisals than healthy controls (Bylsma, Taylor-Clift, & Rottenberg, 2011; Peeters, Nicolson, Berkhof, Delespaul, & De Vries, 2003). Combined the findings show that the tendency to interpret ambiguous situations as benign or pleasant can be increased through benign CBM-I (Chapter 7), that the number of pleasant appraisals are particularly low in individuals with depressive symptoms (Bylsma et al., 2011; Peeters et al., 2003), and that benign CBM-I is associated with reduced mood symptoms (Brosan et al., 2011; Williams et al., 2013) suggests that benign CBM-I results in more pleasant appraisals of ambiguous situations in the flow of daily life and therefore increases the opportunities for experiencing positive affect.

Another effect of benign CBM-I on daily life affect dynamics should be the decreased number of unpleasant appraisals and hence fewer opportunities for triggering negative affect. Experiencing negative affect in response to negative appraisals can be summarized as stress sensitivity. Many researchers have tried to capture this proposed effect of benign CBM-I on stress sensitivity by exposing individuals to stressful stimuli and assessing affective reactions (e.g., accident videos; Mackintosh, Mathews, Yiend, Ridgeway, & Cook, 2006; giving a speech; Standage, Ashwin, & Fox, 2009). The current results (Chapter 7) show that benign CBM-I does not affect such defined stress sensitivity. However, stress sensitivity defined as an increase in negative affect in response to unambiguous stressful stimuli completely bypasses the expected effect of benign CBM-I. Benign CBM-I reduces negative interpretation tendencies. Thus, benign CBM-I should result in fewer unpleasant appraisals of ambiguous situations. Unambiguous stressors, however, leave little room for interpretation and very likely result in unpleasant appraisals independent of interpretation style. Future research needs to combine CBM-I's with experience sampling methodology to validate that CBM-I act through both increasing the number of pleasant and decreasing the number of unpleasant appraisals in the flow of daily life.

In sum, the findings of the current thesis on stress show that peer evaluative situations are experienced as stressful and not only fuel negative but also hamper positive affect dynamics. The findings also show that reducing unpleasant appraisals (i.e., negative dynamics) and enhancing pleasant appraisals (positive dynamics) of ambiguous daily life situations is possible through simple training methods. This suggests that the experience of stress as well as the reduction of stress affects both: positive and negative affect dynamic processes. In the following it will be discussed that positive and negative affect dynamics are separate constructs that, however, show important relations.

**Positive and negative affect dynamics: ultimately distinguishable yet related affective constructs**

As has been elaborated upon in the introduction upward and downward spirals are separable constructs that are not simple opposites of one another (Garland et al., 2010). The current thesis explored positive as well as negative affect dynamic processes that
may facilitate access to either spiral. In this section, it will be argued that also these positive and negative affect dynamics constitute two separable constructs, which – however – are still connected and able to influence one another. Clinical implications of these findings will be discussed.

Distinguishable constructs

Previous researchers have emphasized that positive and negative affect dynamic processes are clearly distinguishable constructs that serve different functions (Fredrickson, 1998; Geschwind, Peeters, Drukker, van Os, & Wichers, 2011; Geschwind et al., 2010; Watson et al., 1995; Wichers et al., 2009; Wichers et al., 2007b; Wichers et al., 2010). The findings of the current thesis add to this knowledge in three ways. First, the finding that positive and negative affective experiences are but weakly associated (Watson et al., 1995) was replicated and extended to positive and negative affect in the flow of daily life (Chapter 2). If momentary positive and negative affect were two ends of one affective dimension we would have expected a much stronger – if not a perfect – association. Second, while previous research has shown that individual differences in negative affect dynamics are subject to genetic variation, the findings of this thesis suggest that positive affect dynamics are not (Chapter 3, Chapter 4). If both positive and negative affect dynamics were two ends of one construct we would expect that the same factors which influence negative affect dynamics also influence positive affect dynamics. At least for genes this seems not to be the case. Third, in this thesis the association between momentary reward and stress sensitivity, that is positive affect in the context of pleasant appraisals and negative affect in the context of unpleasant appraisals, was first directly tested and no association could be detected (Chapter 3). This also indicates that reward and stress sensitivity are not two ends of one “sensitivity”-construct but separate entities. Together these findings suggest that positive and negative affect dynamics are two co-existing entities of affective experience in the flow of daily life. Thus experiencing high levels of negative affect dynamics is not the same as experiencing low levels of positive affect dynamics. What does this imply for the role of both affect dynamics in mental health?

Positive and negative affect dynamics have been shown to play an important role in mental health. For example, stress sensitivity have been associated with risk for mood disorders (e.g., Wichers et al., 2007b). Reward sensitivity, on the other side, have been associated with resilience against and recovery from mood disorders (e.g., Geschwind et al., 2010; Wichers et al., 2009). In line with the current results that positive and negative affect dynamics are separate constructs it has also been demonstrated that reduced stress sensitivity did not predict improvements in mood-symptoms while increased reward sensitivity did (Wichers et al., 2009). Combined these findings strongly contradict the idea that risk and resilience as captured with negative and positive affect dynamics are two ends of one bipolar continuum as depicted in Figure 3a.

Figure 3a.

Rather, the data suggest a two-dimensional framework for risk and resilience along two separate axes for positive and negative affect dynamics (Figure 3b). In such a framework, risk and resilience would depict along both axes. That is, experiencing high levels of negative affect dynamics including stress sensitivity and negative affect only may not be a sufficient risk for developing mood disorders. Only when high levels of negative affect dynamics combine with low levels of positive affect dynamics including reward sensitivity and positive affect downward spiral processes may take over (Garland et al., 2010). As long as positive affect dynamics are high enough access to downward spiral processes may be obstructed. In that case, it would be a matter of balance between positive and negative affect dynamics rather than high or
low levels of one or the other. Albeit still hypothetical for the experience of momentary positive and negative affect dynamics (including momentary positive affect, negative affect, reward sensitivity, and stress sensitivity), this idea is not new. Affect balance theories propose that it is the relative predominance of overall positive over negative affect that matters for mental health (Baker et al., 1992; Lewis, McCollam, & Joseph, 2000; Shmotkin, 2005; van Schuur & Kruijtbosch, 1995). In support for this ratios of 3:1 positive over negative affect as assessed on a daily basis have been associated with optimal functioning (Frederickson & Losada, 2005). Future research needs to combine data about momentary positive and negative affect dynamics with mental health status in order to potentially expand affect balance theories to other momentary affect dynamic processes.

Related constructs
That positive and negative affect dynamics constitute two separate constructs does not allow for the conclusion that they are inherently independent from one another. For example, the experience of positive affect has been demonstrated to counteract consequences of negative affect (Fredrickson & Levenson, 1998; Garland, Gaylord, & Frederickson, 2011; Wichers et al., 2007a). Similarly, the exposure to chronic stress has been associated with a reduction in reward experiences (Berenaum & Connelly, 1993; Pizzagalli, Bogdan, Ratner, & Jahn, 2007; Willner, 2005). Thus, even though both positive and negative affect dynamics exist next to each other, they are not unrelated. The current thesis supports this in two ways. First, as discussed in the previous section, particular factors influence both positive and negative affect dynamic processes, e.g. slightly negative social evaluation and cognitive bias modification for interpretation. Second, the current thesis zoomed in on the immediate effects of changes in positive affect on subsequent change in negative affect in the flow of daily life and vice versa. In Chapter 2 healthy controls were compared to individuals suffering from major depression. First of all, it could be replicated that individuals with a major depression presented the expected affect imbalance (APA, 2000; Watson et al., 1995); that is, higher levels of negative affect and lower levels of positive affect than healthy controls. More importantly, individuals with a major depressive episode that responded well to future treatment presented some interesting positive affect dynamics. First episode responders demonstrated a similar strong increase in positive affect as healthy controls. Recurrent episode responders demonstrated a particular ability to use their (weaker) increases in positive affect to downregulate subsequent negative affect. Individuals with a current depressive episode but without intact levels of positive affect or strong inhibitory control of positive on negative affect did not respond well to treatment. These results emphasize the importance of positive affect in the recovery from mood symptoms. On top of that, the results indicate that this does not necessarily include increased levels of positive affect per se, but may also consist of a particular inhibitory effect on negative affect.

This is conform previous studies on daily life affect dynamics in individuals suffering from depression. For example, it has been reported that recovery from depressive symptoms is associated with the ability to holding on to positive affect (Hohn et al., 2013) and reward sensitivity (Wichers et al., 2009). Interestingly, particularly strong inhibitory control of pleasant appraisals on negative affect has also been reported in individuals with depressive symptoms (Bylsma et al., 2011; Peeters et al., 2003). In sum this indicates that particularly positive affect dynamic processes are associated with reduced mood symptoms in the future. What may these findings implicate for the treatment of mood disorders?

Clinical implications
Above findings demonstrate that standard treatment for depression appears effective in individuals that demonstrated either some intact or enhanced positive affect dynamics (i.e. similar increases in positive affect as healthy controls, particular ability to hold on to positive affect, ability to experience reward sensitivity) or an increased inhibitory control of positive affect dynamics on negative affect dynamics (i.e. decrease in subsequent negative affect after increases in positive affect, decrease in subsequent negative affect after pleasant appraisals). As negative affect dynamics, like negative affect and stress sensitivity, are particularly enhanced in individuals with mood symptoms (e.g., APA, 2000; Wichers et al., 2007b), standard treatment for depression comprehensibly mainly focuses on downregulating these negative affect dynamics (Seligman, Rashid, & Parcs, 2006). In above figure 3b this would indicate moving from right (high negative affect dynamics) to left (low negative affect dynamics). For individuals with some intact levels of positive affect dynamics, i.e. individuals situated more to the center or above on the vertical axis, this may be sufficient to recover from mood symptoms (and move them to the upper left quadrant). For individuals without intact levels of positive affect but with a strong inhibitory control of positive on negative affect dynamics this may also be sufficient as this particular ability may boost treatment effects enough to re-establish a healthy affect balance. However, individuals without intact levels of positive affect and no strong inhibitory control of positive on negative affect dynamics (i.e. individuals situated at the lower right quadrant of figure 3b) standard treatment may still be sufficient to move them further left but not necessarily further up in figure 3b.
Particularly this last group but arguably all individuals suffering from mood symptoms may therefore benefit from interventions that also upregulate positive affect dynamics. Treatments have been developed to particularly enhance positive affect dynamics and empirical evidence is emerging about their effectiveness (Geschwind et al., 2011; Seligman et al., 2006). While treatments usually consist of different components, it has also been indicated that very specific ‘interventions’ can boost positive affect dynamics. For example, it has been indicated that physical activity is associated with an increase in momentary positive affect (Wichers et al., 2012). Furthermore, the current thesis could demonstrate that manipulating a single process, i.e. fostering benign or positive interpretations of ambiguous situations, is possible in individuals suffering from mood symptoms. Other studies have demonstrated that manipulation of this process indeed results in reduced mood symptoms (Brosan et al., 2011; Williams et al., 2013). In the future it might be worthwhile to investigate whether a combination of standard treatments and treatments focusing on the enhancement of positive affect dynamics – particularly in individuals with reduced abilities to experience or use positive affect dynamics – can increase the effectiveness of treatment for mood symptoms.
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The current thesis presents research about affect dynamic processes that remained ill-understood so far. Affect dynamics include the momentary experience of positive and negative affect, changes in these experiences from one moment to the next, and changes in response to appraisals and situations. The first part of this thesis (Chapter 2, 3, and 4) examines affect dynamics in daily life with the experience sampling methodology. More specifically, the interaction of positive and negative affect in relation to depressive symptoms and the role of genes in positive affect and reward sensitivity were investigated. The second part (Chapter 5, 6, and 7) focuses on the experience of stress and the opportunity for changing stressful appraisals. To this end, experimental designs are reported.

Chapter 1 introduces the affect dynamic processes that were investigated in the current thesis. It is argued that both positive and negative affect dynamic processes are important building blocks of mental health and that the interaction between positive and negative affect dynamics need further investigation. Genes and stress sensitivity were investigated. Furthermore, two suitable methods to investigate momentary affective experience are discussed: experience sampling and experimental designs. The Chapter concludes with the aims and an overview of the current thesis.

Chapter 2 explores the dynamic interplay in momentary positive and negative affect (PA, NA, respectively). More specifically, subsequent PA in response to NA change as well as subsequent NA in response to PA-change in the flow of daily life was examined. It was explored whether any of these processes were able to differentiate between healthy controls (n=39) and individuals suffering from a current major depressive episode (n=47) or were able to predict future recovery from major depression. The results indicated that individuals with a recurrent depressive episode that later responded to treatment differed in their NA-PA dynamics from individuals that did not respond well to treatment. The first group showed a stronger reduction of NA following PA-boosts as compared to individuals that did not respond well to treatment and as compared to controls. This suggests that individuals with a recurrent episode of depression that will recover in the future are particularly effective in counteracting the processes of the downward spiral of negative emotions by using PA-boosts to suppress subsequent NA. These results also suggest that subtle affect dynamics of daily life may help predicting treatment response.

Chapter 3 presents a behavioral genetic twin-design. It was investigated whether and to what degree the momentary experience of positive affect and reward sensitivity (the experience of positive affect in the context of pleasant appraisals) is heritable and whether stress sensitivity (negative affect in the context of unpleasant appraisals) and reward sensitivity (positive affect in the context of pleasant appraisals) were associated. Positive affect was solely environmentally influenced, whereas the results for reward sensitivity were less conclusive. A very small – if any - genetic effect on reward sensitivity was indicated. Stress sensitivity was not correlated with reward sensitivity. This may indicate that at least some affect dynamics indicating vulnerability (stress sensitivity) are inherently independent from affect dynamics indicating resilience and wellbeing (reward sensitivity) in the general population.

Chapter 4 explored whether any of the genetic variations previously shown to impact on the brains reward-system would be associated with reward sensitivity in daily life. To this end the impact of 24 genetic variations on reward sensitivity were investigated in a general population sample (n=621) and a sample of individuals with residual depressive symptoms (n=130). While none of the genes became significant in the general population sample, the genetic variant ‘OPRM1 rs1799971’ was significantly associated with the level of reward sensitivity in the sample of individuals with residual depressive symptoms. These results indicate that within a sample with residual depressive symptoms particular genes may influence reward sensitivity in daily life.

Chapter 5 reports on the development and validation of a new social stressor mimicking peer interactions in online social networks. Two-hundred-and-forty-one young participants were exposed to slightly negative peer evaluations on looks, intelligence, and congeniality. Results showed that negative affect and cortisol-levels increased and positive affect and implicit self-esteem decreased in response to evaluation exposure, indicating significant stress. Furthermore, female participants and participants with mood-symptoms showed a stronger affective reaction, whereas young adolescent participants showed an increase in cortisol release. These findings indicate that online social evaluative situations influence daily life affect dynamics – particularly in individuals vulnerable to mood-symptoms.

While social evaluative situations may be unequivocally stressful for everyone, it has been demonstrated that individuals suffering from mood symptoms start to experience stress in situations that are ambiguous. This is because they start to interpret ambiguous situations as stressful (i.e., they demonstrate a negative interpretation bias). It has repeatedly been shown that this negative interpretation bias can be modified through cognitive bias modification training in adults. Chapter 6 reports on the first study showing that these trainings also affect interpretation biases in adolescents (n=82). Immediate effects on positive and negative affect were less obvious and became only significant when individuals were trained to draw negative
interpretations of ambiguous situations. These results suggest that a crucial part influencing affect dynamics in daily life – the appraisal of stressful situations – can be modified in adolescents if ambiguous situations are concerned.

While it has been demonstrated that cognitive bias modification trainings for interpretation biases (CBM-I) are generally effective in changing interpretation biases and associated affect, it remained unknown what the clinical potential of training a benign interpretation bias would be and which factors make CBM-I trainings effect. **Chapter 7** therefore reports on a meta-analysis on the effectiveness of benign CBM-I in increasing an adaptive, i.e., positive, interpretation bias and decreasing negative affect. It could be shown that benign CBM-I generally results in an increase in a positive interpretation bias and a decrease in negative affect although these effects were not consistently different from various control conditions. This effect could partially be boosted by instructing participants to imagine the ambiguous situations of the training were actually happening to them, by administering more training sessions, and by administering feedback about response correctness during training. Most encouragingly, benign CBM-I trainings were most effective in individuals with mood-symptoms and females. Surprisingly, benign training did not result in reduced stress-reactivity to a subsequent stressor. However, most of these stressors did not provoke ambiguity but were stressful more generally and may therefore not have captured the effect of benign CBM-I. Overall, these results show that and how the tendency to negatively appraise situations can be altered. Future research needs to demonstrate whether this can actually influence affect dynamics in daily life.

**Chapter 8** provides a general discussion of the studies included in this thesis. Also implications for future research and mental health care are discussed.
Samenvatting
Dit proefschrift presenteert onderzoek over processen in ‘affect dynamics’ dit tot nu toe niet goed werden begrepen. Affect dynamics omvat het belevens van positieve en negatieve affect zoals ze in het moment voorkomen, veranderingen in deze belevingen van het ééne moment naar het andere, en veranderingen hierin ten opzichte van inschattingen en situaties. Het eerste deel van dit proefschrift (Hoofdstuk 2, 3, en 4) onderzoekt affect dynamics in het dagelijks leven met de experience sampling method (ESM). Hier werden de interactie van positief en negatief affect met betrekking tot depressieve symptomen en de rol van genen in positief affect en beloningsgevoeligheid onderzocht. Het tweede deel (Hoofdstuk 5, 6, en 7) richt zich op het beleven van stress en de mogelijkheid stressvolle inschattingen te veranderen. Dit deel rapporteert over experimentele designs.

Hoofdstuk 1 introduceert affect dynamische processen die in dit proefschrift onderzocht werden. Het beargumenteert dat zowel positief als negatief affect belangrijke bouwstenen zijn van geestelijke gezondheid en dat de interactie tussen positief en negatief affect meer onderzocht moet worden. Genen en stress worden als belangrijke beïnvloedende factoren voor affectieve belevingen geïntroduceerd. Bovendien, twee geschikte methodes voor het onderzoeken van affectieve belevingen in het moment worden bediscussieerd: experience sampling en experimentele designs. Dit hoofdstuk concludeert met de doelen van dit proefschrift.

Hoofdstuk 2 onderzoekt het dynamisch samenspel in positief en negatief affect zoals ze in het moment ervaren worden (PA, NA, respectievelijk). Dat is, navolgend PA in reactie op veranderingen in NA zowel als navolgend NA in reactie op veranderingen in PA werden in het dagelijks leven onderzocht. Er werd nagegaan of één van deze processen in staat is om de hersenen te maken tussen gezonde controles (n=39) en individuen met een depressieve episode (n=47), of in staat is toekomstig herstel van depressieve episodes te voorspellen. De resultaten laten zien dat patiënten met een recidiverende depressie die achteraf goed op behandeling reageerden verschillen in hun NA-PA dynamiek van soortgelijke patiënten die achteraf niet goed geïntegreerd werden. Na verandering van een PA ervaring lijkt bij de eerste groep een sterker effect te hebben dan de tweede groep. Deze groep bleek zelfs nog een groter effect te hebben van een PA ervaring dan gezonde controles. Dit suggereert dat mensen met een recidiverende depressieve episode die in de toekomst van deze episode herstellen bijzonder effectief zijn in het tegenwerken van de downward spiral van negatieve emoties door het gebruik van PA-verhogingen om NA te onderdrukken. De resultaten suggereren bovendien dat subtiele affect dynamics in het dagelijks leven helpen om response op behandeling te voorspellen.

Hoofdstuk 3 presenteert een genetisch informatief tweeling-design. Er werd onderzocht of en tot welke mate het in het moment beleven van positief affect en beloningsgevoeligheid (het beleven van positief affect in de context van plezierig ervarene situaties) erfelijk zijn en of stressgevoeligheid (negatief affect in de context van onaangename ervarene situaties) samenhangen. Positief affect werd alleen door omgevingsfactoren beïnvloed, terwijl de resultaten voor beloningsgevoeligheid minder duidelijk waren. Er werd maar een heel klein genetisch effect op beloningservaring aangegeven. Stressgevoeligheid hing niet samen met beloningsgevoeligheid. Dit zou kunnen betekenen dat in de algemene bevolking affect dynamics die kwetsbaarheid markeren (stressgevoeligheid) inherent onafhankelijk zijn van affect dynamics die weerbaarheid en well-being markeren (beloningsgevoeligheid).

Hoofdstuk 4 onderzoekt of genetische varianten die eerder aangetoond werden een rol te spelen in het beloningssysteem van de hersenen samenhangen met beloningsgevoeligheid in het dagelijks leven. De invloed van 24 genetische variaties op beloningsgevoeligheid werd in de algemene populatie (n=621) en een sample met residuele depressieve klachten (n=130) onderzocht. Terwijl in de algemene populatie geen van de genetische variaties een significante uitslag gaf, hing in de groep met residuele depressieve klachten de genetische variatie “OPRM1 rs1799971” duidelijk met beloningsgevoeligheid samen. Dus de resultaten tonen aan dat binnen een groep mensen met depressieve klachten bepaalde genetische variaties mogelijk samenhangen met beloningsgevoeligheid in het dagelijks leven.

Hoofdstuk 5 rapporteert over de ontwikkeling en validatie van een nieuwe sociale stressor die peer interacties in online social networks nabootst. Twee-honderd-en-eenenveertig jonge deelnemers ontvingen licht negatieve evaluaties van peers on hun uiterlijk, intelligentie, en sympathie. De resultaten lieten zien dat in reactie op blootstelling aan deze evaluatie negatief affect en cortisol-levels omhoog en positief affect en impliciet zelfwaardering omlaag gingen. Dit geeft aan dat de sociale stressor duidelijk effect had op de deelnemers. Bovendien vertoonden vrijwillige deelnemers en deelnemers met stemmingssymptomen een sterkere affectieve reactie dan mannelijke en deelnemers zonder stemmingssymptomen. Ook lieten jonge adolescente deelnemers een sterkere cortisol reactie zien dan relatief oudere deelnemers. Deze bevindingen geven aan dat online sociaal evaluatieve situaties affect en cortisol reacties teweeg kunnen brengen en dat in bijzondere mate in jonge adolescenten, vrouwen en mensen met bestaande stemmingssymptomen. Terwijl sociaal evaluatieve situaties waarschijnlijk door iedereen als stressvol ervaren worden, is aangetoond dat mensen die last hebben van stemmingstoornissen ook
Samenvatting

Volledig ambigue situaties als stressvol te ervaren. Dit is omdat ze ambigue situaties negatief interpreteren (i.e., ze vertonen een negatieve interpretatie bias). Het is herhaaldelijk aangetoond dat deze negatieve interpretatie bias door ‘cognitive bias modification training’ in volwassenen kan worden aangepast. Hoofdstuk 6 rapporteert de eerste studie die laat zien dat dit soort trainingen ook interpretatie biases in adolescenten (n=82) kunnen veranderen. Onmiddellijke effecten op positief en negatief affect waren minder duidelijk en werden alleen significant als een negatieve interpretatie bias werd aangeleerd. Deze resultaten suggereren dat een belangrijk factor voor affect dynamics in het dagelijks leven – het inschatten van situaties als negatief – in adolescenten veranderd kan worden in de gevallen waarin deze situaties ambigué zijn.

Terwijl het aangetoond is dat cognitive bias modification trainingen (CBM-I) over het algemeen effectief zijn in het veranderen van interpretatie biases en geassocieerde affect, was het tot nu toe onduidelijk welke klinische potentie deze trainingen hebben en welke factoren CBM-Is bijzonder effectief maken. Daarom rapporteert hoofdstuk 7 over een meta-analyse over de effectiviteit van goedaardige CBM-I trainingen in het verhogen van een adaptieve, i.e. positieve, interpretatie bias en het verlagen van negatief affect. De resultaten tonen aan dat licht positief CBM-I over het algemeen in een verhoging van een positieve interpretatie bias en in een verlaging van negatief affect resulteerde, alhoewel deze effecten niet altijd van controle condities verschillen. Verder tonen de resultaten aan dat dit effect door imaginatie-instructies, meerdere training sessies en het geven van feedback over de gegeven antwoorden, nog extra versterkt werd. Belangrijk was de bevinding dat licht positief CBM-I trainingen vooral effectief waren in mensen met stemmingsproblemen en vrouwen. Tegen de verwachting leidde licht positief CBM-I niet tot een gereduceerde stressgevoeligheid op een navolgende stressor ten opzichte van andere training condities. Echter, de meeste stressoren provoceerden niet noodzakelijk ambiguité maar waren over het algemeen stressvol. Daarom bestaat de mogelijkheid dat deze stressoren het eigenlijke effect van CBM-I, i.e. de interpretatie van ambigue situaties als niet-stressvol, niet hebben kunnen vangen. Samengevat tonen deze resultaten aan dat en in welke mate de neiging ambigue situaties negatief in te schatten veranderd kan worden. Toekomst moet laten zien of deze training ook affect dynamics in het dagelijks leven kan beïnvloeden.

Hoofdstuk 8 geeft een algemene discussie over de studies van dit proefschrift. Ook worden de implicaties voor toekomstig onderzoek en geestelijke gezondheid bediscussieerd.
Valorization
Valorization is “[a] process [that] facilitates the practical application of scientific knowledge. By enhancing the suitability and availability of research findings, valorization increases the possibility that third parties can apply these findings” (AWT, 2007). More specifically, for me, valorization translates to answering the question of why I did this research and how the findings of my thesis can be used for fostering mental wellbeing.

In my thesis I was driven to find out what makes us feel happy and even-tempered in our day-to-day living. I addressed this from different perspectives and with various methods. One very important factor hampering feeling well is the experience of stress. The experience of stress is not necessarily solely caused by exposure to more stressful events. Rather the appraisal of particular situations as stressful results in feeling stressed. For example, individuals suffering from mood symptoms are oftentimes plagued by the stressful appraisal of naturally ambiguous situations (Beck, 1970; Beck, Emery, & Greenberg, 1985). Even though the situation is ambiguous, these individuals appraise it as negative and consequently they experience more stress. In the current thesis I elaborate on the possibility of changing the tendency to negatively appraise situations in order to decrease the experience of stress.

In the last two chapters of my thesis (Chapter 6 and 7) I report on computerized trainings for benign or positive interpretation biases. Interpretation biases consist of cognitive tendencies to interpret ambiguous situations in daily life in either a negative or threatening, or a benign or positive manner. For example, imagine you enter a room at work. Some of your colleagues are standing in a corner. As you enter the room they are looking at you laughing. This situation is inherently ambiguous as it does have neither a positive nor a negative implication for you. However, our brains are preprogrammed to make sense of the world and are therefore tempted to interpret this situation to be either good or bad. Imagine this interpretation is that your colleagues are laughing because they were talking about that something you said earlier was ridiculous. This would be a negative interpretation bias and transfer the inherently ambiguous situation into a stressful or even threatening situation, most likely causing you to feel stressed and negative about yourself. Contrary, your interpretation could also have been that your colleagues are happy seeing you or are in a good humor. This then would be a positive/benign interpretation bias. This transfers the inherently ambiguous situation into a pleasant one and probably makes you feel good and happy. Such ambiguous situations occur frequently in our daily lives. Having a tendency to interpret these situations negatively makes the world a stressful and hostile place for us and leaves us depressed or anxious. Contrary, having a tendency to interpret these situations as benign or positive, would make us feel at ease and more happy. Researchers have explored the possibility of training benign/positive interpretation biases via computerized trainings. Various training paradigms have been developed and it has very recently been shown that practicing these trainings is associated with decreased symptoms in depression and anxiety (Williams, Blackwell, Mackenzie, Holmes, & Andrews, 2013). In the current thesis I add to the indicated use of such trainings in two ways. First, I showed that these trainings are not only effective in adults (in whom all trainings for inducing a benign interpretation bias had been conducted thus far) but also in adolescents. This is important because we know that adolescents are particularly vigilant to social interactions (Sommerville, 2013), which are very often ambiguous. Furthermore, adolescents are at increased risk to develop mood symptoms (Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993). Second, I was able to pin down the factors that increase the effectiveness of interpretation bias trainings. For example, I found that when people are instructed to really imagine being in the ambiguous situations presented to them during the training, it was much more effective in inducing a benign interpretation bias than when individuals were not instructed to do this. Also, when more training sessions were conducted effectiveness was increased.

Relevance and Target groups
These findings are of relevance for the treatment and prevention of mood symptoms. Depression and anxiety cause the most years lived with disability from all mental health disorders (WHO, 2013) and negative interpretation biases are common in these disorders (Beck, 1970; Beck et al., 1985). However, large percentages of individuals with such symptoms are not treated (WHO, 2013). The findings of the current thesis indicate that these trainings are effective in a broad age-range including adolescents and adults. Furthermore, the findings of the current thesis show how such trainings need to be implemented in order to effectively reduce negative interpretation biases. One way of valorizing these findings for society is through making effective trainings broadly and – ideally - freely available. Giving free access to such training methods to both adults and adolescents suffering from mood symptoms or feel particularly stressed may be a promising new avenue for self-help and supporting psychotherapy. For example, individuals may realize that they are always alert to potentially threatening or negative situations and suffer from the resulting stress. Other individuals may be receiving treatment for their mood symptoms already. Those that receive psychopharmacological treatment may feel somewhat passive about their own role in remission and wish to engage more. Those that receive psychotherapeutic treatment may feel that it can sometimes be (too) demanding for their cognitive resources to disengage from
automatized maladaptive cognitive strategies, i.e. negative interpreting ambiguous situations. For these individuals (and their therapists) it may be of high value to have a tool that supports them modifying automatized negative interpretation biases.

**What do we have to offer and what does still need to be done?**

The results of the current thesis clearly indicate how training needs to be conceptualized to effectively manipulate negative interpretation biases. The neatest thing about it is that it can be fully computerized and accessed on the internet. For this purpose a website needs to be created and sustained. Individuals interested in training their positive interpretation biases could log-in to this page by creating their own username. As a start individuals could assess the existence and the strength of a negative interpretation bias through a short experiment. As our findings suggest that trainings are more effective when conducted repeatedly a username would enable the program to offer slightly different versions of the training every time the individual logs in. Individuals can then ‘train’ repeatedly at own pace without getting used to the situations within the training.

Even though we demonstrated in this thesis that trainings for benign interpretation biases are effective and how they should be conceptualized to gain most effectiveness in adapting interpretation biases, two important issues need attention. First, it may be necessary to quantify the effects of such a free-paced self-help program. For this purpose, individuals can be asked whether they agree to provide their data anonymously for research purposes quantifying the effects of such trainings. For individuals agreeing to take part, additional information including basic demographic variables (age, sex), brief mood symptom measurements, and engagement in other treatment, including psychopharmacological and psychotherapeutic treatment, needs to be collected. For a fixed number of individuals (e.g., one hundred) and after a number of training sessions (e.g., 6) interpretation bias and symptoms would be assessed again and the effectiveness of training on both interpretation style and symptoms can be quantified. The second important issue is the costs. The website needs to be developed and sustained, data need to be managed, assessment and training of interpretation biases need to be developed, and server space needs to be available. It is possible to ask individuals to pay a short amount of money when they register on the website. Ideally, however, insurances or universities may sponsor such an endeavor to fulfill a social commitment. The latter option is to be preferred because it prevents that only those individuals with sufficient money have access to the website. Adolescents and individuals with low socio-economic status may be at a disadvantageous position.

**Outreach**

In order to successfully establish such a website, it is important to make known to several groups of individuals that fully computerized interpretation bias modification trainings exist and that they can effectively change interpretation biases. To this end, patient organizations, insurances, associations of psychotherapists, psychiatrists, and teachers need to be personally targeted. This might be achieved by personally presenting the results of the current thesis and the website to them. Furthermore, it would be important to explore their judgment about the feasibility and interest in such a program. If necessary, their concerns might be used in optimizing the program and website.
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