An ordinal selection of stable sets in the sense of Hillas
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Abstract

In this paper, it is shown in an example that the original definition of stable sets in Hillas [Econometrica 58 (1990) 1365–1391] does not satisfy (an even slightly weakened version of) the invariance condition proposed in Mertens [Ordinality in noncooperative games, Core Discussion Paper 8728, CORE Louvain de la Neuve, Belgium, 1987]. However, it is also shown that the basic stability condition of Hillas underlying his definition of stable sets does admit a selection that is invariant in the strong sense, and even ordinal. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

The development of the theory of stable sets was initiated by the paper of (Kohlberg and Mertens, 1986). Their aim was to construct a solution1 that satisfies a number of conditions they considered to be absolutely essential for any reasonable solution.

One of these conditions is invariance. Originally, at least in the paper of Kohlberg and Mertens, a solution was said to be (KM-)invariant if it only depends on the reduced normal form of the game. They even argued that it should only depend on the reduced strategic form of the game. To be a bit more formal, the identification of payoff-equivalent strategy profiles of a game induces a natural projection from the space of strategy profiles of the game onto the space of strategy profiles of its reduced strategic form. A solution is now said
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1 In this context, a solution is a rule that assigns to each normal form game a collection of sets of strategy profiles of that game, the solution sets.
to be KM-invariant if for any two games having the same reduced strategic form the images of the solution sets of each of these games coincide under their associated projections onto their mutual reduced strategic form.

In an attempt to construct a solution that satisfies all conditions required in the paper of (Kohlberg and Mertens, 1986) (Hillas, 1990) defined a new type of stable sets. Basically he required sets of equilibria to be robust against any sufficiently small perturbation of the best reply correspondence. We will refer to sets that are robust in this sense as BR-sets. Now the usual way to extract a reasonable solution from such a basic definition was to consider those sets that are minimal within the collection of all sets of equilibria that are robust in the sense under consideration. However, it is not clear whether the resulting solution is KM-invariant or not.

Therefore, Hillas also applied a technique that was already used by Kohlberg and Mertens in their definition of hyperstable sets. Although the formulation of this technique is somewhat ambiguous in both papers, the idea can best be described as follows. Given a (normal form) game, consider the equivalence class of all (normal form) games that have the same reduced strategic form as the given game. Then, within the strategy space of the reduced strategic form game, there is at least one set that, for any game in the equivalence class, is the projection of some BR-set of that game (namely, the whole strategy space itself). Consider the collection of sets within this strategy space that also have this property and select the minimal ones w.r.t. set inclusion in this collection. Now, for the given (normal form) game the solution sets are defined to be those BR-sets that project onto one of these minimal sets in the strategy space of the reduced strategic form game. It is fairly straightforward to show that the resulting solution is KM-invariant.

In (Mertens, 1987), the author gave a further strengthening of the invariance condition. He argued that a reasonable solution should be ordinal and showed that a solution is ordinal if it is both invariant in a strong sense and admissible-best-reply invariant (abr-invariant). See also (Vermeulen and Jansen, 2000).

In this paper, we will first give an example that shows that the solution proposed by Hillas is not invariant in the strong sense. Although we use a slightly different way to construct a KM-invariant solution given the basic definition, the same example also works for Hillas’ original definition. We deviate from the original definition simply because it would take too much time to work out the details of the original definition and because the resulting differences between Hillas’ definition and the one we use are not relevant for the arguments given in the example. As already observed by (Mertens, 1987), the real culprit that causes lack of invariance is the minimality condition.

Secondly, we will show that there is a quite natural way to select BR-sets such that the resulting solution is both invariant in the strong sense and abr-invariant, and therefore also ordinal.

2. Preliminaries

A normal form game with player set $N$ is a pair $\Gamma = (A, u)$ such that $A := \prod_{i \in N} A_i$ is the product of non-empty and finite pure strategy sets $A_i$ and $u = (u_i)_{i \in N}$ is an $N$-tuple of payoff functions $u_i : A \to \mathbb{R}$. 
For a strategy profile $x = (x_i)_{i \in N} \in \Delta := \prod_{j \in N} \Delta_j$, the expected payoff of player $i$ is denoted by $u_i(x)$. Here, $\Delta_i$ is the set of probability distributions on $A_i$.

A solution is a map $\sigma$ that assigns to each game $\Gamma$ a collection $\sigma(\Gamma)$ of (non-empty and) closed subsets (called solution sets) of the strategy space of $\Gamma$. In (Mertens, 1987), it is shown that a solution is ordinal if it is both invariant and admissible-best-reply invariant (abr-invariant). Since these last two conditions are in fact the ones that will be used in this paper, we will first recall their definitions.

A solution is called abr-invariant if the solution sets coincide for those (so-called abr-equivalent) games for which the best replies against a completely mixed strategy profile coincide.

In order to define invariance, let $\Gamma$ and $\Gamma'$ be two games. A map $f = (f_i)_{i \in N}$ from $\Delta'$ to $\Delta$ is called a reduction map from $\Gamma'$ to $\Gamma$ if each map $f_i$ is linear and onto from $\Delta'_i$ to $\Delta_i$ and the payoff function $u'_i$ equals the composition $u_i \circ f$ of the payoff function $u_i$ with $f$. Now a solution $\sigma$ is called invariant if for any reduction map $f$ from a game $\Gamma'$ to a game $\Gamma$, the set $f(T)$ is a solution set of the game $\Gamma$ for every solution set $T$ of the game $\Gamma'$ and, conversely, for every solution set $S$ of the game $\Gamma$ the set $f^{-1}(S)$ is equal to the union over all solution sets $T$ of the game $\Gamma'$ for which $f(T) = S$.

Following (Hillas, 1990), we define best-reply sets (BR-sets) as follows. A closed set of strategy profiles is called a BR-set if any neighborhood of that set contains at least one fixed point of any compact and convex-valued upper hemicontinuous correspondence whose pointwise Hausdorff distance to the best reply correspondence is sufficiently small. A BR-set $S$ is called extensible (cf. (Vermeulen et al., 1995)) if $f^{-1}(S)$ is also a BR-set for any reduction map $f$.

3. An example

In this section, we will show that the (slightly changed) definition of stability in the sense of (Hillas, 1990) does not satisfy invariance. In fact we will consider two ways to define solution sets using BR-sets. On the one side we consider the minimal extensible BR-sets as solution sets and on the other hand the minimal BR-sets.

We will show now that the first solution — although it does satisfy the (weaker) type of invariance mentioned in the paper of (Kohlberg and Mertens, 1986) — is not invariant in the sense of the previous section. The same example can also be used to show that neither the second solution is invariant.

Consider the $3 \times 4$-bimatrix game

$$
\Gamma' : \begin{bmatrix}
(0, 2) & (4, 0) & (2, 1) & (2, 1) \\
(4, 0) & (0, 2) & (2, 1) & (2, 1) \\
(3, 2) & (3, 2) & (3, 2) & (3, 2)
\end{bmatrix}
$$

2 This change is a result of both a change in the definition of invariance and an ambiguity in the original definition of stable sets. A justification of these adjustments is given in the introduction.
and let $T$ be the Cartesian product of the one-point set $\{(0, 0, 1)\}$ (for player 1) and the set in the strategy space of player 2 consisting of the following three line segments: the first one from $(3/4, 1/4, 0, 0)$ to $(1/16, 5/16, 1/2, 1/8)$, the second one from $(1/16, 5/16, 1/2, 1/8)$ to $(3/8, 1/8, 1/2, 0)$ and the third one from $(3/8, 1/8, 1/2, 0)$ to $(1/4, 3/4, 0, 0)$. The first two line segments are depicted below by the coarsely dotted lines and the third one is the line segment in the front face of the tetrahedron.

The following is the strategy space of player 2:

\[
\begin{pmatrix}
(0,0,1,0) \\
(\frac{3}{8}, \frac{1}{8}, \frac{1}{2}, 0) \\
(1,0,0,0) \\
(\frac{1}{4}, \frac{3}{4}, 0, 0) \\
(\frac{1}{2}, \frac{1}{2}, 0, 0) \\
(\frac{1}{4}, \frac{3}{4}, 0, 0) \\
(0,0,0,1) \\
(0,0,0,0)
\end{pmatrix}
\]

It can be shown that $T$ is a stable set in the sense of (Mertens, 1989) (and therefore a BR-set). By the proof of Proposition 11 of (Mertens, 1987), it follows that, for any reduction map $f$ from a game $\Gamma''$ to $\Gamma'$, $f^{-1}(T)$ is a BR-set. So $T$ is an extensible BR-set. We will show that $T$ is also minimal. To this end, note that the two-point set

\[S := \{(0, 0, 1)\} \times \{(\frac{3}{8}, \frac{1}{8}, 0, 0), (\frac{3}{4}, 0, 0)\}\]

is the only stable set in the sense of Kohlberg and Mertens of the game $\Gamma''$ that is contained in $T$. However, by Proposition 3 of (Hillas, 1990), we know that any stable set in the sense of Hillas is connected and $T$ is the only connected subset of $T$ that contains $S$. Hence, $T$ must be minimal.

Now consider the $3 \times 3$-bimatrix game

\[
\Gamma : \begin{bmatrix}
(0, 2) & (4, 0) & (2, 1) \\
(4, 0) & (0, 2) & (2, 1) \\
(3, 2) & (3, 2) & (3, 2)
\end{bmatrix}
\]

and the reduction map $f$ from $\Gamma''$ to $\Gamma$ with $f_1$ equal to identity and $f_2$ is the linear map

\[f_2(q_1, q_2, q_3, q_4) = (q_1 + \frac{1}{2}q_4, q_2 + \frac{1}{2}q_4, q_3).\]
It is easy to check that the set $M := M_1 \cup M_2$ with

\[ M_1 := \{(0, 0, 1)\} \times \{(1 - s)(\frac{1}{2}, \frac{1}{2}, 0) + s(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) | 0 \leq s \leq 1\} \]
\[ M_2 := \{(0, 0, 1)\} \times \{(1 - s)(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) + s(\frac{1}{2}, \frac{1}{2}, 0) | 0 \leq s \leq 1\} \]

is a proper subset of $f(T)$. Moreover, $M$ is a minimal extensible BR-set by the same line of reasoning used above. Hence, $f(T)$ is not a minimal extensible BR-set which shows that the solution that assigns to each game its minimal extensible BR-sets is not invariant.

4. The ordinal selection

Since the solution that assigns to a game its collection of extensible BR-sets is, as we will also see in this section, invariant and abr-invariant the above example suggests that the lack of invariance of stable sets in the minimal extensible BR-sets is mainly due to the minimality condition. Such an incompatibility of minimality with invariance was already noted by (Mertens, 1989). Leaving out the entire minimality condition is not very satisfactory though, since the solution we, thus, get violates several other requirements of the Kohlberg–Mertens program.

In this section, we will apply a relaxation of the minimality condition similar to the one used by Mertens. In fact we will consider the solution $\tau$ that assigns to a game the collection of extensible BR-sets that are a connected subset of the set of perfect equilibria of the game in question. From now on we will simply refer to the elements of $\tau(\Gamma)$ as solution sets of $\Gamma$.

We will show that this way of selecting BR-sets yields an invariant and abr-invariant solution that also satisfies the other relevant properties of Hillas’ solution. Then, by Theorem 2 of (Mertens, 1987), it follows that $\tau$ is ordinal.

Using the fact that minimal BR-sets are connected sets of perfect equilibria it can be showed (as in Theorems 6 and 7 of (Vermeulen et al., 1995)) that minimal extensible BR-sets are also connected sets of perfect equilibria. Hence, every game has at least one solution set and the solution $\tau$ is well-defined.

Next, we will show the following theorem.

**Theorem 1.** The solution $\tau$ is invariant.

**Proof.** Since a reduction map $f$ from a game $\Gamma'$ to a game $\Gamma$ preserves closedness, connectedness, perfectness, BR-sets and extendibility (cf. Proposition 1 of (Vermeulen et al., 1995)), $f(T)$ is a solution set if $T$ is. Since $f^{-1}$ has the same preservation properties $f^{-1}(S)$ is a solution set if $S$ is. □

**Theorem 2.** The solution $\tau$ is abr-invariant.

**Proof.** Let $\Gamma$ and $\Gamma^*$ be two abr-equivalent games and let $S$ be a solution set of the game $\Gamma^*$. Then, by Theorem 3 of (Vermeulen and Jansen, 1997), it must be a closed and connected set of perfect equilibria of the game $\Gamma^*$. In order to show that $S$ is also an extensible set of the game $\Gamma^*$, take a reduction map $f$ from a game $\Gamma^*$ to $\Gamma$. Now let $(\Gamma^*)'$ be the game
with the same strategy space as $I''$ for which the payoff function of a player equals the composition of the payoff function of that player in the game $I'$ and $f$. Since each $f_i$ preserves best replies (by Lemma 1 of (Vermeulen and Jansen, 1997)), the games $(I')'$ and $I''$ are ab-equivalent. Since, moreover, $f$ is a reduction map from $(I')'$ to $I''$, $f^{-1}(S)$ is a BR-set of the game $(I')'$. This implies that $f^{-1}(S)$ is also a BR-set of the game $I''$. Hence, $S$ is an extensible set for $I$ and, therefore, a solution set of the game $I$. By symmetry the proof is complete. □

Finally, we will show that the solution $\tau$ satisfies all the relevant properties of Hillas’ solution. First of all solutions sets are connected sets of perfect equilibria by definition and a solution set — being a BR-set — contains a proper equilibrium.

In order to show that the solution $\tau$ is independent of inadmissible strategies, we need some terminology. The deletion of a pure strategy, say $d$, of the set of pure strategies of some player $i$ in a game $I$ induces a game $I^*$ for which the payoff function of each player is the obvious restriction of the original payoff function. Furthermore, a subset $S$ of $\Delta^*$ induces the subset $S^*$ of the strategy space $\Delta$ obtained by skipping the $d$th coordinate of $x_i$ in every strategy profile $x \in S$ for which this coordinate equals zero.

A solution is independent of inadmissible strategies if for any solution set $S$ of a game $I$ for which there is a pure strategy $d$ that is not an admissible best reply against $S$ the set $S^*$ (corresponding with the deletion of $d$) contains a solution set of the game $I^*$. Here, a pure strategy $b$ of a player is called an admissible pure best reply against $S$ if there exists a strategy profile $x$ in $S$ against which $b$ is an admissible best reply. Note that for a BR-set $S$, $S^*$ is a non-empty BR-set. Now we have the following theorem.

**Theorem 3.** The solution $\tau$ is independent of inadmissible strategies.

**Proof.** Let $S$ be a solution set of the game $I$, and suppose that the pure strategy $d$ of player $j$ is not an admissible best reply against $S$.

1. We will show that $S^*$ is an extensible BR-set of the game $I^*$.

   So, let $f$ be a reduction map from a game $(I^*)'$ to $I^*$. Now let $I''$ be the game obtained from $(I^*)'$ by adding the strategy $d$ as a pure strategy for player $j$ and where the payoff function of a player equals the composition of the payoff function of that player in the game $(I^*)'$ and the reduction map $g$ from $I''$ to $I$ that coincides with $f$ and with $g_j(d) = d$. Then $g^{-1}(S)$ is a BR-set of the game $I''$. So, by Lemma 6 of (Vermeulen et al., 1995), $d$ is not an admissible best reply against $g^{-1}(S)$. Since, by Proposition 4 of (Hillas, 1990), $[g^{-1}(S)]^*$ contains a BR-set of the game $(I^*)'$, $[g^{-1}(S)]^* = f^{-1}(S^*)$ is a BR-set of the game $(I^*)'$. Hence, $S^*$ is an extensible BR-set of $I^*$.

2. Since — as we observed at the beginning of this section — a BR-set contains a minimal BR-set and such a set is a solution set, the proof is complete. □
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