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The authors show how multimarket data can be used to make predictions about brand performance in markets for which no or poor data exist. To obtain these predictions, the authors propose a model for market similarity that incorporates the structure of the U.S. retailing industry and the geographic location of markets. The model makes use of the idea that if two markets have the same retailers or are located close to each other, then branded goods in these markets should have similar sales performance (other factors being held constant). In holdout samples, the proposed spatial prediction method improves greatly on naive predictors such as global-market averages, nearest neighbor predictors, or local averages. In addition, the authors show that the spatial model gives more plausible estimates of price elasticities. It does so for two reasons. First, the spatial model helps solve an omitted variables problem by allowing for unobserved factors with a cross-market structure. An example of such unobserved factors is the shelf-space allocations made at the retail-chain level. Second, the model deals with uninformative estimates of price elasticities by drawing them toward their local averages. The authors discuss other substantive issues as well as future research.

Using Multimarket Data to Predict Brand Performance in Markets for Which No or Poor Data Exist

Most large consumer goods manufacturers wish to monitor sales performance of their brands in a variety of regional markets. To accommodate this desire, the leading market research providers, such as Information Resources Inc. (IRI) or ACNielsen, collect multimarket time-series data of brand performance through complex data-collection systems. These multimarket data are now widely available to both practitioners and academicians, but they pose several new challenges.

First, in the United States, many locations are left unsampled because of obvious economic constraints in collecting and handling complete time-by-market data. The exclusion of many locations from the spatial sample poses a missing data problem for managers of national brands who frequently make decisions on the basis of local demand conditions (Hoch et al. 1995). We propose to solve this problem through spatial prediction.

Second, and not unrelated, strong dependencies across the sampled markets can and do occur. These dependencies raise new issues about how to model multimarket data. At least in marketing, modeling approaches rarely breach on the subject of cross-sectional or spatial dependencies of data from multiple locations.

Perhaps as a result, and despite the familiarity of marketing practitioners and academicians with the extrapolation of stochastic processes in time, spatial prediction has remained unstudied in our field. Both prediction problems share the same underlying philosophy: The goal is to determine the sample points that are most informative about the behavior of the process at prediction points. The main distinction is that stochastic processes in space are multidimensional and do not have a clear or particular ordering. In contrast, stochastic processes in time are defined over one single dimension—time itself—with a natural and clear directional ordering. Because of these differences, the spatial prediction problem is nonstandard.

In this article, we demonstrate how to model spatial dependence across markets, and we offer a perspective on how to make spatial predictions. Our contribution is
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intended to be both methodological and substantive. Methodologically, we first make an existing spatial prediction method, called kriging (pronounced KRIE-king), operational in marketing and test its performance. Our spatial prediction approach is based on a model that can be calibrated on spatiotemporal data. It is estimated using Markov Chain Monte Carlo (MCMC) methods.

Second, we also contribute methodologically to the spatial prediction problem by using the presence of the same retailers in multiple markets to construct a measure of market similarity. In other words, whereas traditional spatial prediction methods use purely distance-based metrics, we develop a model that also captures the impact of retailer territories on the multimarket data. In the process, we (1) obtain a cross-market covariation structure that is more flexible and provides a better representation of the data than purely distance-based approaches and (2) offer a measure of the importance of the U.S. retail structure in explaining the cross-sectional variation in the data, while controlling for purely spatial (i.e., distance-based) effects in a variance decomposition model.

Substantively, we aim to shed some light on the determinants of the cross-sectional differences in sales performance for nationally distributed brands. For the brands considered, market performance measures, such as market shares and sales velocity, differ greatly across the 64 markets sampled by IRI, despite the product homogeneity that characterizes the categories under analysis. To investigate possible sources for these cross-sectional differences, we allow for distance effects and retailer effects on (1) model constants, (2) observed dynamic effects (e.g., due to price), and (3) unobserved dynamic effects (e.g., due to unobserved retailer behavior).

Our analysis offers the following conclusions: First, the territories of retailers in the U.S. are “stingled” in the sense that retailers’ territories neither perfectly overlap nor are completely separated. There are, in other words, no truly isolated markets in the network of U.S. retailers. Second, the structure of the U.S. retail industry accounts for a large portion of the cross-market variance of the data, even in the presence of competing distance-based spatial structures. Third, estimates of price elasticities are more efficient (and more reasonable) when the spatial nature of the data is accounted for. Finally, for both performance measures, kriging methods outperform naïve predictors, such as local averages, across holdout samples of various sizes and spatial structures (e.g., geographic region versus random locations). This result appears especially true when the holdout sample is large and the estimation sample is small, which demonstrates the usefulness and power of these new approaches.

The remainder of this article is structured as follows: In the next section, we discuss a set of marketing problems that researchers may fruitfully address through spatial prediction. Then, we develop our model for spatiotemporal data and formalize the spatial predictor. In the following section, we focus on spatial covariance models and a model of the U.S. retailing industry. We then provide the empirical analysis and conclude with future research and managerial implications.

**MULTIMARKET DATA**

Temporal and Spatial Components in Multimarket Data

Syndicated market data for the grocery industry are collected in the United States for a multitude of geographic markets, often defined as a metropolitan area or a part of a state. These data are generally correlated across both time and locations. Time dependence can be caused by brand loyalty, inertia within the distribution channel, the use of heuristic decision rules (e.g., history-based pricing), or the seasonal nature of some products. Spatial dependence, in contrast, can be caused by the economic agents in the distribution channel (e.g., retailers) that are common across multiple markets, by climate-dependent demand of some product categories, or by a non-random distribution of consumer types.

Given the pervasiveness of these three factors, correlation of demand across geographic markets is likely to be the norm and not the exception in multimarket data. Yet not much academic work has explicitly accounted for these dependencies and their effects on inference. To fill this hiatus in the literature, we classify spatial dependence into different types on the basis of the duration and the reach of the spatial effects (see Table 1). First, in terms of duration, spatial dependence may apply to either constant or dynamic data components.

Second, spatial dependencies may die out over a short (e.g., local market), a medium (e.g., retailer trade area), or a long range in space (e.g., the domestic U.S. market). The spatial dependencies induced by the distribution of consumer types and the behavior of independent retailers are both short-range dependencies, though one type of dependency is constant whereas the other changes over time.

At the medium-range level, the effects of retailer-level pricing and promotion decisions are an example of dynamic effects with a regional character. The effects of retailer-level distribution decisions (adoption—which are made less frequently than promotion decisions—cause a more constant component with regional structure.

Finally, manufacturer supply constraints, climate variations, and order-of-entry effects may also lead to spatial dependencies that hold over longer ranges (such as the entire domestic U.S. market). For example, order-of-entry decisions by manufacturers reflect unobserved market condi-

<table>
<thead>
<tr>
<th>Table 1</th>
<th>EXAMPLES OF EFFECTS ON BRAND PERFORMANCE IN MULTIMARKET DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial Effects</strong></td>
<td><strong>Dynamic</strong></td>
</tr>
<tr>
<td>Short range (e.g., local market)</td>
<td>Behavior of independent stores</td>
</tr>
<tr>
<td>Medium range (e.g., retailer trade area)</td>
<td>Retailer-level pricing decisions</td>
</tr>
<tr>
<td>Long range (e.g., national market)</td>
<td>Manufacturer supply constraints</td>
</tr>
<tr>
<td>Climate</td>
<td></td>
</tr>
</tbody>
</table>
tions and transportation and distribution costs, among other factors, at the time of the product launch. To the extent that such order-of-entry effects have permanent effects on the data, they may give rise to larger-share “home-markets” and lower-share “distant markets”; that is, such order-of-entry effects may cause a long-range spatial dependence in the data that is more or less constant. In contrast, supply constraints and climate variations give rise to spatial dependencies that vary over time.

This classification of the spatial dependencies provides the basic framework we use to both understand and model spatial phenomena. Next, we present some marketing applications that can benefit from the modeling of these spatial phenomena and introduce our modeling and prediction approaches.

Applications of Spatial Analysis to Marketing

Collecting, handling, and maintaining full time-space data over all relevant cross-sectional units is both cost prohibitive and likely subject to diminishing marginal returns in information content. Therefore, we believe that spatial prediction methods may provide great benefits to market researchers in situations in which detailed knowledge exists on selected cross-sectional units and information is required about other cross-sectional units. Store audits and shelf-space audits, a market test of new products, hit rate predictions for direct marketing companies, and micromarketing studies are some examples of possible applications in which we may observe such benefits. The only difference between these examples is how we define the cross-sectional units.

For example, store audits or shelf-space audits give detailed information about merchandizing activity or shelf-space allocation for a subset of stores. Spatial prediction can then help predict store execution of promotions or shelf-space allocations for unsampled stores.

Customer records, which include Zip code information, owned by catalog, Internet, or direct-marketing companies represent another example of a sparsely sampled cross-section of data. These companies have an interest in knowing, for example, the average hit rate of mailings to potential customers in certain Zip code areas (see, e.g., Steenburgh, Anisio, and Engebretson 2001). By means of spatial methods, it is generally possible to interpolate such information from hit rate data of current customers given their location.

Micromarketing, the fine-tuning of the marketing mix to local markets (see Hoch et al. 1995), provides yet another example. Spatial prediction can be helpful in forecasting, say, the responses to price promotions in unsampled markets from the corresponding responses in sampled markets. These forecasts are fundamental input to any micromarketing decision process.

Finally, the proposed spatial prediction methods are also beneficial when a given market, though sampled, provides “poor” (i.e., imprecise) information. This is because we use a Bayesian approach that allows for the influence of precise information from close markets during estimation.

**MODELING AND PREDICTION APPROACH**

A Model of Market-by-Time Panel Data

The purpose of our modeling work is to investigate spatial dependence of brand performance across regional markets. It is our goal to capture the impact of spatial variables that are either time-invariant, as in the case of demand constants, or dynamic, as in the case of price effects. To do so, we allow demand intercepts, prices, and price responses to be spatially distributed. We also allow for a stochastic term that is both spatially and time dependent to capture other unobserved spatial effects. We have adopted a log-log formulation for the demand model because such a formulation provides direct estimates of price elasticities, which may be compared across markets.

Assume that we sample N locations, for T time periods. Our basic demand model is

\[
\begin{align*}
    y_t &= \alpha + \text{diag}(\bar{p}_t)\beta + e_t, & t = 1, \ldots, T \\
    e_t &= \rho_e e_{t-1} + \eta_t,
\end{align*}
\]

where \( y_t \) is an \( N \times 1 \) vector of log-demands for all the markets at time period \( t \), \( \bar{p}_t \) is an \( N \times 1 \) vector of log-prices, and \( \text{diag}(\cdot) \) represents the operator that transforms a vector into a diagonal matrix (i.e., \( \text{diag}(\bar{p}_t) \) is an \( N \times N \) diagonal matrix of log-prices). The element \( \alpha \) is an \( N \times 1 \) vector of intercepts, and \( \beta \) is an \( N \times 1 \) vector of price elasticities. The scalar \( \rho_p \) is an autoregression effect for the \( N \times 1 \) vector of demand error terms, \( e_t \), and \( \eta_t \) is an \( N \times 1 \) vector of zero-mean time-independent stochastic terms. The autocorrelation in \( e_t \) can be due to inertia of manufacturers, retailers, consumers, or any other channel participant.

Using the within-market means \( \bar{p}_t \) of the log-prices, \( \bar{p}_t \), we orthogonalize the demand system by rewriting it as follows:

\[
\begin{align*}
    y_t &= \alpha + \text{diag}(\bar{p}_t)\beta + e_t \\
    e_t &= (\alpha + \text{diag}(\bar{p}_t)\beta) + \text{diag}(\bar{p}_t - \bar{p})\beta + e_t \\
    &= \alpha + \text{diag}(\bar{p}_t)\beta + e_t,
\end{align*}
\]

where \( \bar{p} \) is an \( N \times 1 \) vector containing the means of log-prices for all markets, and \( p_t \) is an \( N \times 1 \) vector of demeaned log-prices.

As a result, the transformed model factors the data into three separate “bins,” each of which may be subject to spatial dependencies: (1) constant demand effects, \( \alpha \); (2) observed time-varying price effects, \( \text{diag}(\bar{p}_t)\beta \); and (3) unobserved time-varying effects, \( e_t \), which are autoregressive transient shocks. If so desired, the original demand constants, \( \alpha \), can be easily recovered using the estimated values of \( \alpha \), \( \beta \), and the means of log-price.

If we had access to the actual market prices for all markets, sampled and unsampled, spatial predictions would require only the estimates of the unknowns in Equation 2 and the variance-covariance structures of all spatial variables. In general, however, price knowledge is absent for unsampled locations. In such cases, before we predict demand, we must first predict prices or, more specifically, demeaned log-prices. Therefore, we specify the following model for the demeaned log-prices (making use of the mean of \( p_t \) being zero)

\[
\begin{align*}
    p_t &= 0 + v_t \\
    v_t &= \rho p v_{t-1} + e_v.
\end{align*}
\]

where the scalar \( \rho_p \) is an autoregression effect for the \( N \times 1 \) vector of price error terms, \( v_t \), and \( e_v \) is an \( N \times 1 \) vector of zero-mean time-independent stochastic terms. Although this model appears rudimentary, it is necessary for the spatial prediction of prices.
Spatial Processes

To predict brand performance for M unsampled locations, we now allow some components of our model to be spatially distributed and specify their spatial processes. In Equation 2, we allow for three potential sources of spatial structure: (1) the demand constants, \( \alpha \); (2) the price-elasticities, \( \beta \); and (3) the random shocks, \( \xi \), through the time-independent shocks \( \eta \). We also allow the demeaned log-prices in Equation 3 to be spatially distributed through the time-independent random shocks \( \xi \). We assume that these spatial variables follow (different) second-order stationary spatial processes in \( \mathbb{R}^2 \), that is, spatial processes that satisfy the following two properties (using \( \alpha \) to illustrate):

\[
E(e_i) = Z_{\alpha} \phi(\alpha, \eta) \text{ and } \text{cov}(e_i, e_j) = \Lambda_{\alpha}(d_{ij}, \eta),
\]

where \( i \) and \( j \) designate markets, \( Z_{\alpha} \) is a vector of covariates, and \( \phi(\alpha, \eta) \) is the corresponding vector of parameters. The notation \( \Lambda_{\alpha}(d_{ij}, \eta) \) reflects that the covariance is a function of a parameter vector, \( \theta_{\alpha} \), and of location differentials, \( d_{ij} \), such as the distance or the direction between location pairs.\(^1\)

Therefore, the covariance function does not depend on absolute location of \( i \) or \( j \). If this function depends only on distance, it is called “isotropic.” If it also depends on the direction of the vector connecting the location pair \( \{i, j\} \), it is called “anisotropic.” We abbreviate the notation for the full variance–covariance matrix \( \Lambda_{\alpha}(d_{ij}, \eta) \), by \( \Lambda_{\alpha} \).

As a result of the second-order stationarity assumption, the cross-sectional structure—which is measurable through the N sample points—will hold over all N + M locations. For each of the spatial components in the model, we use a joint Normal distribution over N + M variables. That is, we posit the following:

\[
(\alpha^*, \beta^*, \eta^*, \xi^*) \sim N_{N+M}(Z_{\alpha} \phi_{\alpha}, \Lambda_{\alpha}^2),
\]

\[
(Z_{\beta} \phi_{\beta}, \Lambda_{\beta}^2),
\]

\[
(Z_{\eta} \phi_{\eta}, \Lambda_{\eta}^2), \text{ and}
\]

\[
(Z_{\xi} \phi_{\xi}, \Lambda_{\xi}^2).
\]

where \( \alpha^*, \beta^*, \eta^*, \) and \( \xi^* \) are M × 1 vectors of the demand constants, price elasticities, demand shocks, and price shocks for the unsampled markets, respectively. Elements \( Z_{\alpha} \) and \( Z_{\beta} \) are covariates, and \( \phi_{\alpha} \) and \( \phi_{\beta} \) are vectors of corresponding parameters. We assume that the unobserved components of the spatial variables are conditionally independent from one another. This implies the assumption that the unobserved components of one spatial variable are conditionally uninformative about the unobserved components of other spatial variables.

The variance–covariance structure of the stacked stochastic terms from Equation 1, \( e = [e_1 \ldots e_T]^T \) for all sampled and unsampled markets, is a \( (M + NT) \times (M + NT) \) square matrix equal to \( \Psi_{e} \otimes \Lambda_{\alpha} \) (for a brief overview of some proofs, see also Appendix A). The element of \( \Psi_{e} \) is the standard variance–covariance matrix for an AR(1) process with autoregressive parameter \( p_e \) and with unit variance in the innovation terms (see Judge et al. 1985, p. 284). Similarly, the variance–covariance matrix of the corresponding stacked price error terms, \( v \), is \( \Psi_{v} \otimes \Lambda_{\eta} \), where \( \Psi_{v} \) is the variance–covariance matrix of an AR(1) process with autoregressive parameter \( p_v \) and unit variance in the innovation terms. The exact modeling of the variance–covariance matrices \( \Lambda_{\alpha}, \Lambda_{\beta}, \Lambda_{\eta}, \) and \( \Lambda_{\xi} \) is discussed subsequently.

Spatial Prediction or Kriging

Assuming that estimates for the model exist, we now address how these can be used for spatial prediction. We assume that we want to predict the process for some market \( j \), where \( j = N + 1, \ldots, N + M, \) at a time period \( t \), for \( t = 1, \ldots, T. \)\(^2\) We need to spatially predict four (conditionally) independent components of the model: the constants \( \alpha^* \), the price elasticities \( \beta^* \), the random components \( e^* \), and the random components \( v^* \). The method of spatial prediction is identical for \( \alpha^* \) and \( \beta^* \) on the one hand, and for \( e^* \) and \( v^* \) on the other.

Case 1: Prediction of the demand constants \( \alpha^* \) and the price elasticities \( \beta^* \). Consider the case of the demand constants (similar results hold for the price elasticities). For spatial prediction, partition Equation 5 into

\[
(\alpha^*) \sim N_{N+M}(Z_{\alpha} \phi_{\alpha}, \Lambda_{\alpha}^2),
\]

then (Searle, Casella, and McCulloch 1992) \( [\alpha^*|\alpha] \) is multivariate Normal with

\[
E(\alpha^*|\alpha) = Z_{\alpha} \phi(\alpha, \eta) \text{ and }
\]

\[
\Lambda(\alpha^*|\alpha) = \Lambda_{\alpha}^2 - Z_{\alpha} \Lambda_{\alpha} \Lambda_{\alpha}^2 (\Lambda_{\alpha}^2)^{-1} \Lambda_{\alpha}.
\]

If we estimate \( \theta_{\alpha} \) using \( \hat{\phi}_{\alpha}^{GLS} = [Z_{\alpha} \Lambda_{\alpha}^2 Z_{\alpha} \Lambda_{\alpha}^{-1}]^{-1} Z_{\alpha} \Lambda_{\alpha}^{-1} \) then the mean of the conditional distribution in Equation 10 is called the “universal kriging predictor” (see Cressie 1993). The first term of this predictor, \( Z_{\alpha} \hat{\phi}_{\alpha}^{GLS} \), is the standard generalized regression result. This term ignores the unobserved spatial covariance, \( \Lambda_{\alpha}^2 \), in \( (\alpha - Z_{\alpha} \phi_{\alpha}) \). The second term in the predictor corrects for this correlation and is the conditional expectation of the unobserved stochastic terms, \( (\alpha^* - Z_{\alpha} \phi_{\alpha}) \), given the observed differences \( (\alpha - Z_{\alpha} \phi_{\alpha}) \). Therefore, we can interpret the kriging predictor as an adjusted generalized least squares predictor. Cressie (1993) shows that this predictor has the additional benefit of minimizing the squared prediction error; that is, it is the best linear unbiased predictor.

Case 2: Prediction of the stochastic terms \( e^* \) and \( v^* \). As an example, consider the prediction of \( e^* \) (\( t = N + 1, \ldots, N + M, t = 1, \ldots, T \)). This case proceeds in a similar fashion as in the previous case. The main difference is that, given the temporal structure of the stochastic terms, we need to condition our predictions on all NT stochastic terms from our sample, as opposed to only the N contemporaneous stochastic terms, \( e_{t-N} \ldots e_{t} \). In Appendix A, we prove that for the prediction of the \( M \times 1 \) vector \( e^* \) conditional on the full NT × 1 vector \( e \), only the subvector \( e_{t-N} \ldots e_{t} \) matters, so that.

\(^1\) The same principle is used frequently in temporal dependence. For example, the standard AR(1) process has a variance–covariance function that is dependent on time differences (the equivalent to \( d_{ij} \)) and on an autoregression parameter (the equivalent to \( \theta \)).

\(^2\) We do not consider here the case of predicting out of both the spatial sample and the time sample. However, such a case is easy to develop.
(12) \[
E(e^*_t|e) = \Lambda^2_N(\Lambda^2_N)^{-1} e
\]
and

(13) \[
V(e^*_t|e) = \frac{1}{1 - p^2} \left[ \Lambda^2_N - \Lambda^2_N(\Lambda^2_N)^{-1} \Lambda^2_M \right]
\]
Similar results hold for the prediction of \( y^*_t \) (t = 1, ..., T).

Some Differences with the Classic Kriging Predictor

Kriging methods require knowledge of the spatial (co)variance structure of the data, as can be seen from Equation 10. In practice, researchers using the classic kriging predictor estimate the cross-sectional covariance using actual observations of, say, \( \alpha_i \) for \( i = 1, ..., N \). After the parameters on which the covariance \( \Lambda_N \) depends, here denoted as \( \theta_N \), are estimated, it is simple to estimate the variance-covariance matrix \( \Lambda_N(d, \theta_N) \) of the \( (N + M) \) random vector \( \alpha \alpha^T \). Researchers can then predict the mean and the variance of the process for the \( M \) unobserved markets using Equations 10 and 11.

Despite their intuitive appeal, classic kriging methods have some drawbacks that we seek to address with the approach presented in this article. First, although classic kriging infers \( \Lambda_N \) from sampled data, the final predictor does not account for the sampling error in \( \alpha \). This is a general problem affecting any classic kriging application. In contrast, our prediction approach relies on Bayesian methods and constructs a marginal predictive distribution that integrates over the density of all unknown model parameters.

Second, classic kriging models the covariance structure solely on the basis of distance. In marketing contexts, this method is, at best, a reduced-form approach. Instead, in the next section, we derive the spatial structure of the data from first principles. Specifically, we incorporate the spatial organization and an aspect of the behavior of retailers in the variance-covariance model. Doing so, we obtain direction-sensitive patterns of covariance that cannot be represented even with very flexible anisotropic covariance functions.

Finally, in a marketing context, not all variables of managerial interest are directly observable (e.g., \( \alpha \) is estimated, not observed). Therefore, cross-sectional prediction of these measures requires the construction of both a measurement and a prediction model. Classic kriging addresses the prediction problem but does not address the issue of measurement. In contrast, our model incorporates both.

### SPECIFIC MODELS OF COVARIATION

#### Components of the Covariance Structure

We model the variance-covariance structure of the unobserved components of the demand constants, \( \Lambda_N; \) of price elasticities, \( \Lambda_P; \) of temporary demand shocks, \( \Lambda_M; \) and of temporary price shocks, \( \Lambda_R; \) as mixtures of three independent variance structures that are, respectively, distance based, retailer based, and purely random. Therefore, we postulate that the variance-covariance structure for each spatial variable can be factored into three components such that (using the demand intercepts \( \alpha \) as an illustration)

(14) \[
\Lambda_\alpha = \theta^2_\alpha \Lambda_R(\theta_\alpha) + \theta^2_\alpha \Lambda_M(\theta_\alpha) + \theta^2_\alpha \Lambda_{N+M}
\]

where \( \theta_\alpha, \theta_\alpha, \) and \( \theta_\alpha \) are all positive unknown parameters. The term \( \theta^2_\alpha \Lambda_R(\theta_\alpha) \) represents the retailer component, \( \theta^2_\alpha \Lambda_M(\theta_\alpha) \) represents the distance-based component, and \( \theta^2_\alpha \Lambda_{N+M} \) represents a spatially uncorrelated variance component. Similar expressions hold for the remaining spatial variables \( \beta, \eta, \) and \( \xi \).

The distance-based component of the spatial variance-covariance serves as an approximation to several unobserved variables (e.g., taste, culture, climate) that can be correlated across neighboring markets and can affect the spatial variables.

The retailer-based component accounts for the effects of retailer structure and conduct on the spatial variables. Different mechanisms exist that justify the presence of these retailer-based effects. For example, retailers have control of shelf-space policies and other forms of brand support. Therefore, we expect retailers to affect the baseline sales of the brand (captured in demand constants \( \alpha \) or the dynamic sales effects \( \eta \)). Retailers also influence the composition of their clientele in terms of price sensitivity with store-format choice and private-label program decisions. Consequently, observed price responses may vary with retailer structure and conduct. Finally, prices themselves are often set at the account level, so we also expect price effects, \( \xi \), to have a retailer structure. Next, we describe in more detail both the spatial and the retailer model of covariation and provide an interpretation for different possible patterns.

### Distance-Based Model of Covariation

The typical procedure in selecting a functional form for a distance-based covariogram is to plot the empirical covariogram and choose a valid covariance function that allows for the type of patterns actually encountered in the data (e.g., whether spatial correlations die out, whether there are positive and/or negative correlations, whether there is a need to account for measurement error). Both Cressie (1993) and Journel and Huijbregts (1978) offer an overview of the effects that are usually considered part of the spatial covariance function. In our application, we found that positive correlations dominate between observations that are close together but that negative spatial correlations may occur between observations that are separated by larger distances in space. This would happen when the observations have a tendency (as they do in our data) to be below average on one coast and above average on the other. As a result, we use a covariogram in \( \mathbb{R}^2 \) that allows for negative correlations across larger distances.

The choice of a specific functional form that is valid for use as a covariance function is not trivial and depends on the number of spatial dimensions used. For example, for an \( n \)-dimensional process, the spatial autocorrelations cannot be less than \(-1/n\) (see, e.g., Christakos 1984). Therefore, not all models of covariation in \( \mathbb{R}^n \) are valid in \( \mathbb{R}^n \), for \( n > 1 \). Valid models in \( \mathbb{R}^n \) are, however, valid in spaces with less than \( n \) dimensions. Other requirements on valid covariograms exist, and the literature on valid covariograms in \( \mathbb{R}^n \) has received much attention in spatial analysis (see, e.g., Christakos 1984; Mantoglou and Wilson 1982; Vecchia 1988; Whittle 1954).

For our empirical analysis, we selected a function that is often used in the spatial sciences as a correlation function in \( \mathbb{R}^2 \) and allows for negative correlations. This function is the Bessel function of the first kind and order 0 (see, e.g., Christakos 1984; Mantoglou and Wilson 1982; Mateu 1986). This correlation function is parameterized by a single
parameter that controls the range of going from positive to negative correlation and looks like a dampened oscillation in distance. It is also a simple and standard function in most econometric software.

Formally, each \((i, i')\) element of the matrix \(\Sigma_{\delta}(\theta_{\alpha2})\), which forms the distance-based variance–covariance matrix, is defined as follows:

\[
\Sigma_{\delta}(1, 1', \theta_{\alpha2}) = J_0(\theta_{\alpha2} \delta_{ii'}),
\]

\[\forall i, i' = 1, \ldots, N + M, (\theta_{\alpha2} > 0),\]

where \(\delta_{ii'}\) is the distance between location \(i\) and location \(i'\), and \(J_0\) is the Bessel function of the first kind and order 0. In Figure 1, we illustrate the shapes of the Bessel function for two representative values of \(\theta_{\alpha2}\). Distance is expressed in rads (see also the empirical section) spanning the distance between the East Coast and the West Coast.

**Retailer Model of Covariation**

To model the covariation structure across markets due to retailer location and conduct, we assume that a component of retailer policies is common to the level of a retail account. The retail account is generally the unit at which retailers make decisions. It is either a portion of the retail chain—typically if the retailer is spread over multiple states—or the entire retailer.

Define a \(K \times (N + M)\) matrix \(H\) of retail structure containing the share of all-commodity volume (ACV) for each retailer account \(r (r = 1, \ldots, K)\) in each sampled and unsampled market \(i (i = 1, \ldots, N + M)\). Columns in \(H\) sum to one, and a typical element \(H(r, i)\) is a number from 0 to 1 that indicates the relative size of retailer \(r\) in market \(i\).

In addition, we construct an asymmetric retailer influence matrix \(W\) of size \(K \times K\). This matrix lists in each row, that is, for each retailer, the relative size of all other retailers it competes with directly. Define \(C_r\) as the set of markets in which retailer \(r\) is present; that is, \(C_r\) is the territory of retailer \(r\). Then, a typical element of \(W\) is computed as follows:

\[
W(r, r') = \sum_{i \in [C_r]} \frac{ACV(r', i)}{\sum_{i' \in [C_{r'}]} ACV(r', i')} \quad \text{and} \quad W(r, r) = 0.
\]
In other words, \( W \) contains, in each row \( r \), the normalized ACV share of each of the other retailers in \( r \)'s retail territory. Rows of \( W \) add to one, and its diagonal is zero. Note that \( W \) accounts for differences in market size. For example, \( W_{rr'} \) will be higher if the competing retailer \( r' \) is large in big markets than if it is large in small markets.

We assume that the elements in the \( r \)th row of \( W \) capture the relative competitive influence on \( r \). We illustrate the effect of this influence for the spatial variable \( \alpha \). Suppose a retailer \( r \) has an effect on the demand intercepts equal to \( S_{\alpha r} \). Although this effect is unobservable to the analyst, it is possible to make inferences about the structure that such unobservable effects would cause across space, given the structure of retail territories and retailer conduct. For this purpose, we model the retailer effect on demand intercepts \( S_{\alpha r} \) as a combination of retailer \( r \)'s idiosyncratic actions and of the competitive influence from the other retailers in \( r \)'s territory. Vectorizing the retailers' effects \( S_{\alpha r} \) into a \( K \times 1 \) vector \( S_{\alpha} \), we then have

\[
S_{\alpha} = \theta_{\alpha} W_{\alpha} + u \Rightarrow S_{\alpha} = (I_K - \theta_{\alpha} W)^{-1} u \quad 1 < \theta_{\alpha} < 1.
\]

The \( K \times 1 \) stochastic vector \( u \) is assumed independent, with mean 0 and variance \( \theta_{\alpha}^2 I_k \), and reflects the idiosyncratic actions of the retailers to support one brand over another. The term \( \theta_{\alpha} W_{\alpha} \) represents a local interaction effect reflecting the competitive interaction of retailers. A short way of defining this relation is simply to point out that we allow the spatial variables to be autoregressive across retail territories. The parameter \( \theta_{\alpha} \) controls the strength and direction of the interaction among retailers in supporting one brand versus another. The strongest form of interaction occurs when \( \theta_{\alpha} \) approaches 1 or -1. In the first case, retailers locally imitate one another. In the second case, retailers tend not to follow one another. This may happen when retailers vie for locally exclusive distribution of nationally available brands.

We can convert the retailer-level effects on intercepts, \( S_{\alpha} \), to market-level effects by taking their weighted average, where the weights are the relative size of each retailer in market \( i \). In mathematical notation, the market-level effects due to retailers correspond to the \( i \)th element of the vector \( HS_{\alpha} \), where \( H \) is the matrix of relative size of each retailer in each market (as defined previously). Therefore, the implied variance-covariance structure across markets due to retail structure and conduct is equal to \( \theta_{\alpha}^2 \Sigma_{\text{ret}}(\theta_{\alpha}) \), such that

\[
\Sigma_{\text{ret}}(\theta_{\alpha}) = H(I_K - \theta_{\alpha} W)^{-1} H^{\top}.
\]

where \( \theta_{\alpha} \) is the scale parameter or the variance of the innovations \( u \). We discuss the different patterns of spatial correlation that this function generates subsequently.

Covariation Patterns

Our parsimonious variance model can capture a wide variety of covariation patterns, depending on alternative mixtures of retailer- and distance-based spatial components. This flexibility results from the distinct features of each component. For example, distance-based spatial effects in our data are long-range, direction independent, and smooth, whereas retailer-based covariation patterns are direction sensitive and show ridges and discontinuities according to the shapes of retail territories. With mixtures of these different components, the model is flexible enough to accommodate the intricate patterns of covariation that can be expected in market performance data.

We consider two specific patterns from the retailer model. First, when there is no retailer interaction but only retailer structure effects (i.e., \( \theta_{\alpha} = 0 \) and \( \theta_{\alpha} > 0 \)), cross-market dependence is local (see also the next section) and direction dependent. Mathematically, we obtain from Equation 18 that \( \Sigma_{\text{ret}} = H^\top H = \alpha \), where \( \alpha \) has market-specific Herfindahl indices of retailer concentration on the diagonal and cross-products of the retail shares in two markets on the off-diagonals. If this cross-product is zero, no retailer serves both markets, whereas if this product is high, few retailers have high share in both markets. Therefore, cross-market correlation will be present simply because an unobserved component of the spatial variables in retailer-specific and retailer territories spans multiple markets.

Second, when retail interaction and retail structure effects exist (i.e., \( \theta_{\alpha} \neq 0 \) and \( \theta_{\alpha} > 0 \)), both retailer market presence and the interaction among competing retailers explain cross-sectional variability. In addition, retailers indirectly influence one another even when their territories do not overlap, simply because retailers interact with one another. For example, Retailers A and C may not compete head-to-head, because their territories do not overlap. However, A may indirectly influence C, and vice versa, if they have Retailer B as a common competitor. As \( \theta_{\alpha} \) increases in absolute value, the indirect influence of A on C becomes more important, and retailer dependence extends over larger areas.

**EMPIRICAL ANALYSIS**

Data

In our empirical application, we combine four different data sets. First, we apply the proposed spatial prediction methods to INFOSCAN sales and price data for Mexican salsa and tortilla chips. The raw data, collected by IRI over two years (May 1994 to April 1996) from its sample of approximately 3000 stores in 64 domestic U.S. markets, are at the local market level.

Second, to operationalize the retail structure model, we obtained U.S. retail data from TradeDimension. These data are at the designated market area (DMA) level. A DMA is a geographic area that designates a single advertising market. The continental U.S. market is divided into 205 DMAs, and every county in the United States is a member of one and only one DMA. The retail structure data include account-by-market ACV for all retailer accounts with more than 1% market share. TradeDimension also has the same data at the IRI market level. From these data, we retained the retailers present in more than two markets and with no less than 10% market share in at least one of the markets in which they operate. Thus, we removed from the data retailers that are too small to play a major role in the spatial structure of demand. We also removed the so-called independent retailers. These retailers share the same label but do not correspond to the same decision makers across the markets. In total, this left us with 185 retail chains. These include national discounters such as Wal-Mart and Kmart and retailer chains such as Albertsons, H-E-B, and Vons.
Third, to compute distances, we collected location data for all DMAs and all IRI markets. We computed the location of each DMA from the latitude and longitude coordinates of Zip code centroids and a mapping of Zip codes into DMAs. (The necessary data to make this computation are available from http://www.zipinfo.com.) For the 64 IRI markets, we collected longitude and latitude data using an Internet mapping service (available at http://www.indo.com/distance). Most IRI markets are associated with a single city. In some cases, a single IRI market is defined as either a part of a state or a set of multiple cities. In these cases, we approximated the location of these IRI markets by an interior point. We used the latitude and longitude data (in radians) to compute pairwise market distances (1 rad = 4000 miles at the equator).

Fourth, we collected demographic information for each county in the United States from the Census Bureau’s 1994 County and City Data Book. We aggregated these data to the DMA and IRI market level.

Estimation

The combination of the temporal Equations 2 and 3 with the four cross-sectional Equations 5–8 forms a hierarchical model, which we estimate using Bayesian methods. Given the complexity of the model, an MCMC approach is necessary to simulate the posterior and predictive distributions of the variables of interest.

The specification of the priors and the full conditional distributions used in the MCMC algorithm appear in Appendix B. An important feature of this MCMC algorithm pertains to the full conditional distributions of the spatial variables $\alpha_i$ and $\beta_i$, for each market $i$. These conditional distributions combine two sources of relevant information: (1) the time-series data of market $i$ and (2) the values of the spatial variables for the remaining markets. The mixing of these two types of information will depend on the data itself. For example, if the $\alpha_i$s and $\beta_i$s are spatially dependent, the time series estimates for these parameters will be shrunk to their local averages. This shrinkage is stronger when the within-market data are less informative about the $\alpha_i$s and $\beta_i$s. If, instead, the data are not spatially dependent, the time-series estimates for the parameters will be shrunk toward the overall average.

The MCMC algorithm contains a Metropolis-Hastings step for the variance-covariance parameters and conjugate steps for all others. Appendix C lists the complete algorithm.

We ran the algorithm for 40,000 draws. We discarded the first 10,000 draws for burn-in and used the remaining 30,000 in the analysis. Specifically, to eliminate the autocorrelation in the samples, we sampled each 25th draw for a total of 1200 draws from the results to make predictions. Also, we confirmed the stability of the Markov Chains using t-tests on the split-half samples of these 1200 draws.

Operationalizations and Model Testing

We analyzed two measures of brand performance: sales velocities and market shares. Sales velocity is defined as the brand weekly sales (in pounds) divided by the total market ACV (measured in millions of dollars per year). For space reasons, we report only on the analysis of sales velocity as the dependent variable in Equation 1. We defined the price in Equation 1 as the ratio of dollar sales and sales in pounds.

Functional form. We estimated a log–log specification. With such a specification, price responses are interpretable as scale-free elasticities that can be compared meaningfully across markets. However, the log–log specification is not without problems. Because we make predictions of the log of sales velocity rather than of the sales velocity itself, the log–log model implies log-normal prediction errors upon exponentiation of the predictions. Such prediction errors have a mean that increases in the variance of the errors. Therefore, as we predict farther away from actual sample points, the prediction mean increases because prediction error will increase. This is not the case with, for example, the linear model. The drawback with the linear model is that price effects lack economic interpretation and cannot be meaningfully compared across markets.

We therefore report on the results for the log–log formulation, which provides a good compromise between predictive accuracy and model interpretation. We evaluate the predictive ability of this model using the units in which the model is estimated. Therefore, we evaluate predictive ability in logs. We note that the ability of the linear model to predict the sales velocities is substantively identical to that of the log–log model in predicting the log of sales velocity.

The between-market model for intercepts. We used an intercept-only model for net demands (denoted $\theta_0$). For the variance structure of net demands, we used a full spatial covariance structure as in Equation 14.

The between-market model for price responses. We specified the model for price elasticities to depend on demographic variables, as do Hoch and colleagues (1995). However, in our data, demographic variables did not help explain the cross-market patterns of price elasticities. Therefore, we removed the demographics from the model. The final specification for the mean of price responses includes only an intercept (denoted $\phi_0$).

For the covariance structure of price responses, we allow for only two covariance components: a retailer-based and an independent component. In other words, we set $\theta_4 = 0$ in Equation 14. We did this because the empirical variogram of the estimated price elasticities reveals no long-range spatial dependence among price elasticities.

The models for the spatiotemporal components in the data. For identification purposes, $\theta_0$ and $\theta_4$ are zero-mean error components. No mean specification is therefore needed. For the spatial covariance structure of those components, we used the full model of Equation 14.

RESULTS

Although results are available for multiple brands, for conciseness, we report only the results of a single brand, Pace Salsa. This brand is the market leader in the Mexican salsa category in the United States.

We focus our discussion of the results around three areas: (1) the differences in inference of the price elasticities between our spatial model and other frequently used approaches, (2) the estimates of the parameters $\theta$ that gov-
ern the spatial variance decomposition of Equation 14, and (3) the cross-sectional sales velocity and price elasticity predictions.

**Inferences About Price Elasticities**

There are several different approaches to estimate market-specific price elasticities from multivariate data. The first logical approach is to take ordinary least squares (OLS) estimates of price elasticities from the time series of each market. A second approach is to compute an estimated generalized least squares (EGLS) estimate of price elasticities for each of the 64 markets and account at least for a temporal dependence in the data using an AR(1) model. A third approach is the one we present in this article. This approach accounts for both the temporal and the spatial structure of the data, through $\Psi_s$ and $\alpha_s$, respectively. Our approach goes even further, as it also accounts for the possibility of spatial structure in the price elasticities themselves, through $\lambda_s$. The final estimates are then influenced by these two distinct layers of spatial information.

To show that we obtain better estimates of market-specific price elasticities, by taking into account the spatial nature of the data, we present some summary statistics for the three approaches. First, the average of the 64 market-specific OLS estimates of price elasticity is $-46$, and the average standard error for these estimates is $1.11$. In addition, $91$ of these $64$ elasticity estimates are positive. Boatwright, McCulloch, and Rossi (1999, p. 965) find a similar fraction of wrongly signed estimates in their analysis of promotion effects in multivariate data.

Second, the average of the 64 market-specific EGLS estimates of price elasticities is $-1.31$, with an average standard error of .70, and $8$ of the $64$ elasticity estimates are positive.

Third, from our proposed model, the average of the posterior means for the market-specific $\beta_s$ ($s = 1, ..., 64$) is $-1.79$, with an average standard error of $.39$. With our approach, only $2$ of the $19$ original positive price elasticities remain positive. These belong to “spatial-edge” locations (Miami in the South and Syracuse in the North) that have fewer neighbors from which they draw information. In summary, most of the $19$ positive OLS estimates of price elasticities are replaced by negative and significant estimates when the spatial nature of the data is accounted for.

These results suggest that accounting for the spatial nature of the data (and of the parameters themselves) provides a more efficient and, prima facie, more plausible set of estimates of price elasticities in U.S. markets. These results also make our approach relevant to the methodology developed by Boatwright, McCulloch, and Rossi (1999). These authors use theoretically motivated truncated priors to obtain more reasonable estimates of price and promotion effectiveness. In contrast, we do not use such priors but rather let the data speak after allowing the estimation to borrow information from neighboring markets. Our approach can perhaps be thought of as a useful alternative to the approach developed by Boatwright, McCulloch, and Rossi (1999).

**The Spatial Variance Structures**

In this section, we analyze in more detail the results of the posterior distributions for the hierarchical spatial parameters of $\alpha_s$, $\alpha_s$, and $\xi_s$ (see Equations 5, 7, and 8). We further discuss the results for the price elasticities $\beta$ in the “Predictions” section.

The spatial structure of the demand constants. Figure 2 presents the posterior distributions for the hierarchical model of the demand constants, $a$. Using the draws for $\alpha_s$, we can compute that approximately $69\%$ of the cross-sectional variance in $a$ is distance based, $25\%$ is related to retail structure and conduct, and $6\%$ has no cross-sectional structure.

The retailer autoregression parameter, $\theta_{a1}$, has a mode at approximately $.5$, and more than $95\%$ of its probability mass is in positive territory. Therefore, with some degree of confidence, we conclude that the interaction of retailers—net of other spatial influences—is one of local imitation. This may be of some importance to brand managers, because it suggests that the influence of any given retailer extends beyond its own retail territory. For example, without retailer autoregression (i.e., with $\theta_{a1} = 0$), the average area over which there is retailer-based spatial correlation of at least $2$ has a radius of $240$ miles. However, if $\theta_{a1} = 3$, then on average, the same level of spatial correlation extends to an area with a $300$-mile radius. As $\theta_{a1}$ increases, so will the area in which retailer-based spatial correlation is at least $2$. We note that because of the structure of the retail industry, these patterns of spatial correlation are highly anisotropic.

The distribution of the distance-based covariation parameters provides additional insights into the covariation patterns. The Bessel parameter $\sigma_2$ has a mean of approximately $5.5$ (for an interpretation, see the top graph in Figure 1). This means that from a purely distance-based perspective, the demand constants are positively correlated (locally similar) over a long range of distances. However, as we move even farther away (roughly $1600$ miles, e.g., Los Angeles, Calif., to Saint Louis, Mo.), the correlation becomes negative. This result is consistent with the data (sales velocity data for Face Salsa tend to be above the U.S. mean on the West Coast and below the U.S. mean on the East Coast).

A final aspect of the demand constant parameters involves the large right tail of the posterior distribution for $\theta_{a4}$ (the standard deviation in the spatial component) and the large left tail of the posterior distribution for $\phi_0$ (the mean of the demand constants). There are two reasons for these long tails.

First, precise estimates of $\phi_0$ are difficult to obtain because of the predominantly positive correlation across space. The impact of strong spatial correlations on the estimation of $\phi_0$ can be observed as follows: If we knew the spatial covariance structure, $\Lambda_s$, and if we had observed the constants $a$, $\alpha_s$ would be the usual generalized least squares estimate with variance $(\Gamma_0^{-1})^{-1}$, where $\Gamma$ is an $N \times 1$ vector of ones. The question now is, “Why is this variance large with positive spatial dependence?” Suppose, for case of exposition, that the diagonal of the covariance matrix contains equal elements. Factoring out the diagonal, we obtain $\sigma_2^2(\Gamma_0^{-1})^{-1}$ as the sampling variance of $\phi_0$, where $\Gamma_0$ is the correlation matrix and $\sigma_2^2$ is the corresponding scale. The term $(\Gamma_0^{-1})$ is known in the decision sciences as the Clemen–Winkler measure (Clemen and Winkler 1988) and expresses the number of independent observations contained in $N$ dependent observations. Write this number as $N'$. This number will become very low as the spatial dependence increases. In the specific case of the local demand con-
constants, $\alpha_k$, for the Pace brand, this number is approximately ten. This means that our 64 spatially dependent demand constants are "worth" only ten independent observations. It is this lack of independent observations that underlies the large posterior variance in the $\phi$s.

Second, the lower the draw of the mean, the higher is the likely corresponding draw of the variance conditional on that mean. Because of this correlation, the variance of the posterior distribution of $\theta_{\phi k}$ will also be large.

The spatial structure of the demand residuals. Table 2 presents the percentiles and mean for the posterior distribution of $\theta_{\phi}$. Because there are NT observations of $e_{t}$, these posterior distributions are much tighter than those for the demand constants (for which we only had N observations). Computations on the draws for $\theta_{\phi}$ suggest that approximately 68% of the cross-sectional variance in the dynamic demand shocks is either retailer related (31%) or distance based (37%), whereas only 32% of the cross-sectional variance in the dynamic demand shocks is independent across markets.

This spatial dependence of the dynamic demand shocks may indicate that these tend to be common to (multiple co-located) retailers. An example of retailer-based time-varying factors is the effect of unobserved trade promotions to (a geographic segment of) retailers. Although these trade promotions are not directly observed (and may not be observable at all), it is possible to account for their influence through $\Lambda_{\phi}$.

The spatial dependence in $e_{t}$ underscores once more that we should expect significant efficiency losses if we treat the multimarket data as cross-sectionally independent (see the previous discussion on price elasticities). In the context of prediction, this result also suggests that local residuals will be informative about the residuals in other nearby markets, even after we account for price effects.

The spatial structure of the price residuals. Table 2 also presents the posterior distributions for $\theta_{x}$. These suggest that for the dynamic effects in prices, similar results hold as for the demand residuals. The retailer component in cross-sectional covariation of dynamic price shocks is larger than
Table 2: CREDIBILITY INTERVALS FOR SELECTED MODEL PARAMETERS

<table>
<thead>
<tr>
<th>Effect</th>
<th>Parameter</th>
<th>.925</th>
<th>.950</th>
<th>Mean</th>
<th>.975</th>
<th>.975</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercepts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autoregression across retailers</td>
<td>$\theta_{31}$</td>
<td>-0.66</td>
<td>-0.43</td>
<td>0.450</td>
<td>0.765</td>
<td>0.807</td>
</tr>
<tr>
<td>Bessel function parameter</td>
<td>$\theta_{32}$</td>
<td>2.390</td>
<td>3.061</td>
<td>5.593</td>
<td>7.834</td>
<td>8.287</td>
</tr>
<tr>
<td>S.D. retailer component</td>
<td>$\theta_{33}$</td>
<td>4.47</td>
<td>4.72</td>
<td>6.23</td>
<td>7.75</td>
<td>8.26</td>
</tr>
<tr>
<td>S.D. spatial component</td>
<td>$\theta_{34}$</td>
<td>5.42</td>
<td>5.34</td>
<td>7.22</td>
<td>8.69</td>
<td>9.27</td>
</tr>
<tr>
<td>S.D. independent component</td>
<td>$\theta_{35}$</td>
<td>9.98</td>
<td>8.18</td>
<td>10.14</td>
<td>1.91</td>
<td>2.11</td>
</tr>
<tr>
<td>Mean intercept</td>
<td>$\theta_{4}$</td>
<td>-1.732</td>
<td>-0.693</td>
<td>1.868</td>
<td>1.812</td>
<td>1.953</td>
</tr>
<tr>
<td><strong>Price Elasticities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autoregression across retailers</td>
<td>$\theta_{31}$</td>
<td>-0.933</td>
<td>0.864</td>
<td>0.832</td>
<td>0.729</td>
<td>0.807</td>
</tr>
<tr>
<td>S.D. retailer component</td>
<td>$\theta_{32}$</td>
<td>4.01</td>
<td>5.42</td>
<td>1.251</td>
<td>1.925</td>
<td>2.051</td>
</tr>
<tr>
<td>S.D. independent component</td>
<td>$\theta_{33}$</td>
<td>1.44</td>
<td>2.12</td>
<td>5.14</td>
<td>8.25</td>
<td>8.84</td>
</tr>
<tr>
<td>Mean price elasticity</td>
<td>$\theta_{34}$</td>
<td>-2.323</td>
<td>-2.229</td>
<td>-1.873</td>
<td>-1.540</td>
<td>-1.462</td>
</tr>
<tr>
<td><strong>Dynamic Component in Sales Velocity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autoregression across retailers</td>
<td>$\theta_{31}$</td>
<td>2.54</td>
<td>2.67</td>
<td>3.28</td>
<td>3.86</td>
<td>3.95</td>
</tr>
<tr>
<td>Spatial dependence</td>
<td>$\theta_{32}$</td>
<td>1.899</td>
<td>1.980</td>
<td>2.414</td>
<td>2.861</td>
<td>2.939</td>
</tr>
<tr>
<td>S.D. retailer component</td>
<td>$\theta_{33}$</td>
<td>1.41</td>
<td>1.43</td>
<td>1.49</td>
<td>1.56</td>
<td>1.57</td>
</tr>
<tr>
<td>S.D. spatial component</td>
<td>$\theta_{34}$</td>
<td>0.72</td>
<td>0.74</td>
<td>0.83</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>S.D. independent component</td>
<td>$\theta_{35}$</td>
<td>0.66</td>
<td>0.67</td>
<td>0.69</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>Autoregression across time</td>
<td>$\theta_{4}$</td>
<td>-684</td>
<td>-687</td>
<td>-703</td>
<td>-719</td>
<td>-722</td>
</tr>
<tr>
<td><strong>Dynamic Component in Prices</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autoregression across retailers</td>
<td>$\theta_{31}$</td>
<td>0.004</td>
<td>0.018</td>
<td>0.088</td>
<td>0.155</td>
<td>0.156</td>
</tr>
<tr>
<td>Spatial dependence</td>
<td>$\theta_{32}$</td>
<td>0.182</td>
<td>0.346</td>
<td>1.864</td>
<td>3.179</td>
<td>3.371</td>
</tr>
<tr>
<td>S.D. retailer component</td>
<td>$\theta_{33}$</td>
<td>0.038</td>
<td>0.038</td>
<td>0.040</td>
<td>0.042</td>
<td>0.042</td>
</tr>
<tr>
<td>S.D. spatial component</td>
<td>$\theta_{34}$</td>
<td>0.008</td>
<td>0.008</td>
<td>0.009</td>
<td>0.011</td>
<td>0.011</td>
</tr>
<tr>
<td>S.D. independent components</td>
<td>$\theta_{35}$</td>
<td>0.018</td>
<td>0.018</td>
<td>0.023</td>
<td>0.029</td>
<td>0.029</td>
</tr>
<tr>
<td>Autoregression across time</td>
<td>$\theta_{4}$</td>
<td>0.661</td>
<td>0.664</td>
<td>0.680</td>
<td>0.696</td>
<td>0.696</td>
</tr>
</tbody>
</table>

Notes: S.D. = standard deviation.

the distance-based component, as would be expected if prices are set at the account level.

**Predictions**

In this section, we present and analyze the prediction results for demand and price elasticities. We predict these variables for a regularly spaced grid of locations, constructed using a spatial resolution of 0.2° (approximately 80 miles) and spanning the entire continental United States. Predictions in this section are for the last time period of our data set ($T_{pred} = 104$).

We evaluate demand predictions using the units in which the model is estimated, as explained previously. Therefore, in Figure 3, we present prediction results for the log of sales velocities. Figure 3, Panel A, shows the posterior means of the predictive distribution at each prediction location. From this graph, we can observe that sales velocities differ greatly across the various regions in the United States. This spatial variation is surprising for a product category (Mexican salsa) with limited or no degree of product differentiation (at least among the nationally available brands). The terraced appearance of the prediction surface, especially in the West, reflects the DMA structure of the data. These plateaus are not completely flat but slightly curved. This is a consequence of the concurrent presence of the distance-based variance component in the model.

Figure 3, Panel B, shows the standard errors of the predictions. From this graph, we observe that the standard errors of the predictive distribution have the intuitively correct pattern: Prediction variance is higher for prediction locations farther away from sample points. This is exactly the same as in temporal predictions: The longer the prediction horizon, the larger is the prediction error.

Figure 4 details the predictions for price elasticities. Figure 4, Panel A, presents the predictions of price elasticities. Figure 4, Panel B, presents the standard errors in these predictions. Price elasticities tend to become more pronounced going west. For example, the price elasticity in the westernmost states averages -1.94, whereas in the easternmost states it averages -1.42. Also, the procedure predicts that in almost all locations, price effects are significant. We believe that this is a strong point of the analysis.

**OUT-OF-SAMPLE VALIDATION**

We establish the predictive power of the proposed kriging method using out-of-sample tests. Because our application is spatial, we generated four different types of holdout samples: (1) random removal of IRI markets from our original sample, (2) removal of IRI markets contained in a circle with a random center and a given radius, (3) removal of IRI markets contained in an East–West band with a random location and fixed width, and (4) removal of the IRI markets contained in a North–South band with a random location and fixed width. For each sample pattern, we used three different sample-generation values. For example, we removed 10, 15, and 20 markets from the 64 IRI sample points; and we removed markets located in randomly positioned circles with a radius of .05, .10, and .15° (for other values, see Table 3).
It is computationally not feasible to generate many holdout samples and then execute an MCMC approach for each of these. In addition, we believe that there is more value in establishing the approximate predictive accuracy of the spatial interpolation method for many different types of holdout samples than there is in knowing the exact predictive accuracy for one or two of these. Therefore, we estimate the approximate accuracy of the kriging predictor by setting the covariance parameters, \( \theta \), to reasonable values. This amounts to using a classic kriging predictor with exogenous \( \theta \). We chose two sets of parameters for the \( \theta \)s. The first is simply the mean of the posteriors reported in Table 2. The second set of parameters used was intentionally set away from the corresponding posterior means or modes. We did this to prevent the influence of “hindsight wisdom.”

We evaluated three distinct prediction models. In the first model, DIRECT, we use a kriging predictor directly on the log of sales velocity, without price effects. In this model, we directly use Equation 10 to compute \( \hat{\theta} \) for some location \( j \) that is in the holdout sample and all locations \( i \) that are in the estimation sample. The second model, FULL, uses the full hierarchical model (see also the subsequent discussion). The third and fourth models are identical to FULL, except that we suppressed retailer interaction (\( \theta_1 = 0 \)) and retailer structure (\( \theta_2 = 0 \)), respectively. The fifth model, KPRICE, is the same as FULL but assumes that prices in the holdout markets are known.

The prediction procedure for the most general case of the FULL model works as follows: For each in-sample location, we obtain EGLS estimates of the unobserved spatial vari-

\(^6\) For an idea of the approximate location of the \( \theta \) parameters in these various spatial models, we conducted additional MCMC analyses for the DIRECT model and the FULL model with parameter restrictions on \( \theta_1 \) and \( \theta_2 \).
ables $\alpha$ and $\beta$ and compute the residuals $\epsilon_t$ and $y_t$, $t = 1, \ldots, T$. We then predict for an out-of-sample location $j$, $\hat{\alpha}_j$, and $\hat{\beta}_j$ using Equation 10 and $\epsilon_t$, $y_t$ using Equation 12. Then we predict $y_j$ with $\hat{y}_j = \hat{\alpha}_j + \hat{\beta}_j \hat{y}_j + \epsilon_j$. Finally, we compute the mean squared error of prediction as the mean of $(\hat{y}_j - y_j)^2$ over all $j$ and all $t$.

We also evaluate four naive prediction models to serve as benchmarks. The first model, NEAR3, predicts sales velocity for holdout locations by averaging over the observations of the nearest three neighbors in the estimation sample. The second model, NEAR1, predicts sales velocity using the observation of the nearest neighbor. The third model, AVER, uses the average of the in-sample observations as a prediction for the out-of-sample locations. From Figure 3, we can easily verify that these three naive predictors are not simply easy-to-beat straw men. Finally, the fourth naive model, APRICE, uses the average of the in-sample EGLS estimates of the intercepts and price effects, assuming an AR(1) temporal structure in the data. Then, APRICE uses these averages and the actual price data from the unsampled markets to predict sales velocity. This model makes use of price information of unsampled markets but does not use any spatial structure.

Table 3 reports the average mean squared prediction error (MSE) in log of sales velocity. This table reports the average MSE for each of the six predictors and for each type of holdout sample, computed across 100 randomly drawn holdout samples and across all 104 time periods. The results for both sets of parameters $\theta$ are as follows.

First, the FULL model and the KPRICE model are almost equally good in terms of holdout performance. This suggests that using the $y_{ij}$ observed at sample locations, we can accurately predict the price deviations $y_{ij}$ for out-of-sample locations $j$.

Second, the more elaborate models FULL and KPRICE consistently beat the DIRECT kriging approach across all
Table 3
MEAN SQUARED ERROR IN 100 RANDOMLY GENERATED HOLDOUT SAMPLES FOR RACE SALSA (LOG OF SALES VELOCITY)

<table>
<thead>
<tr>
<th>Holdout Generation</th>
<th>Krigeing Methods</th>
<th>Naive Methods</th>
<th>Mean Holdout</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DIRECT FULL (0) = 0</td>
<td>FULL (0) = 0</td>
<td>FULL (0) = 0</td>
</tr>
<tr>
<td>Random (number of visits)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10)</td>
<td>.166 .158</td>
<td>.159</td>
<td>.229</td>
</tr>
<tr>
<td>(15)</td>
<td>.163 .155</td>
<td>.161</td>
<td>.224</td>
</tr>
<tr>
<td>(20)</td>
<td>.194 .185</td>
<td>.193</td>
<td>.255</td>
</tr>
<tr>
<td>Circle (radius in rads)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.05)</td>
<td>.207 .187</td>
<td>.186</td>
<td>.268</td>
</tr>
<tr>
<td>(0.10)</td>
<td>.262 .243</td>
<td>.264</td>
<td>.318</td>
</tr>
<tr>
<td>(0.15)</td>
<td>.253 .236</td>
<td>.250</td>
<td>.310</td>
</tr>
<tr>
<td>East–West (width in rads)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.05)</td>
<td>.196 .200</td>
<td>.166</td>
<td>.201</td>
</tr>
<tr>
<td>(0.10)</td>
<td>.268 .249</td>
<td>.267</td>
<td>.312</td>
</tr>
<tr>
<td>(0.15)</td>
<td>.366 .337</td>
<td>.393</td>
<td>.407</td>
</tr>
<tr>
<td>North-South (width in rads)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.05)</td>
<td>.203 .188</td>
<td>.188</td>
<td>.267</td>
</tr>
<tr>
<td>(0.10)</td>
<td>.250 .232</td>
<td>.232</td>
<td>.293</td>
</tr>
<tr>
<td>(0.15)</td>
<td>.283 .270</td>
<td>.262</td>
<td>.290</td>
</tr>
<tr>
<td>Means</td>
<td>.234 .220</td>
<td>.227</td>
<td>.291</td>
</tr>
<tr>
<td>Percentage difference</td>
<td>-9%</td>
<td>-2%</td>
<td>-6%</td>
</tr>
</tbody>
</table>

Types of holdout samples. Although we believe that both the FULL and the KPRICE model represent a more accurate description of the data-generating process, it can be argued that the improvement these models provide over the DIRECT approach is modest. The reason for this result resides in the combined nature of the more elaborate forecasts, which mitigates their superiority in capturing the essence of the data by leading to higher forecast variability and therefore higher MSE.

Third, if we restrict the retailers to be independent, θ2 = 0, the predictions (measured by the MSE criterion) are 6% worse than those of KPRICE. Next, by setting θ2 = 0, we make predictions using only the distance-based component of the model. Now the drop in prediction accuracy is 35%. The predictions using only distance-based covariation are not much different from the naive approach that takes the average of the nearest three markets.

Fourth, the overwhelming result in Table 3 is that when taken together, the kriging approaches greatly outperform the naive predictors such as NEAR3 or NEAR1. If we take the MSE of the AVER predictor, a measure of variance in the data, we find that the out-of-sample performance of the FULL model is more than four times better than might be expected a priori. In addition, the FULL approach is more than 40% better than NEAR3 and more than 70% better than NEAR1. Finally, among all candidates, the AVER and APRICE predictors are the worst predictors. If we focus momentarily on the relative performance of these two predictors, it may come as a surprise that a model that uses price information is worse than the AVER model, which does not use such information to make predictions. However, it should be recalled that to estimate price effects and intercepts, we must assume that these are constant over time. AVER is more flexible because it uses data of period t only and therefore more accurately tracks temporal shifts in sales velocity. We conclude that the predictive accuracy of kriging methods appears to be superior to that of naive methods.

**CONCLUSIONS AND FUTURE RESEARCH**

The spatial dimension in U.S. multimarket data on food categories is likely to be an important source of variation in the sales performance of nationally distributed brands. As such, it constitutes an overlooked aspect of the food retailing business in the marketing literature and has relevant implications for local marketing policies or micromarketing.

In the context of analyzing the cross-sectional or spatial differences in sales performance, we hope this article has contributed in the following three ways: First, it presents a general prediction method for spatial problems. It introduces optimal spatial predictors, operationalizes them in a marketing context, and reports their performance. The formal prediction methods developed and operationalized here outperform naive methods of spatial prediction on holdout samples.

Second, the article proposes a random effects model of the U.S. retailing industry that may be useful in accounting for unobserved retailer effects in multimarket data. This model captures aspects of both structure and conduct of the retailers in the fast-moving consumer goods industry.

Third, and relatedly, the article develops a feasible way to take into account both the temporal and the spatial nature of the data in the estimation of local marketing-mix effects. Therefore, we can (1) account for unobserved effects with a spatial structure and (2) use the results of neighboring markets to improve the estimates for markets in which informa-

---

7To illustrate further how well the spatial forecasting method works, the actual variance in the log of sales velocity in the data is .92.
tion is poor. As a consequence of taking spatial dependencies into account, we obtain more efficient estimates of the price elasticities in local U.S. markets. To the extent that including the spatial dimension of the data helps eliminate model misspecification, we also believe that our estimates are more reasonable.

In terms of future research, spatial analysis can perhaps be used to study retailer power by investigating the cross-sectional properties of undifferentiated product-market across differentiated retail territories. This methodology is different from that employed in the work of Messinger and Narasimhan (1995) and Lal and Narasimhan (1996), who used historical and game-theoretic methodologies in assessing retailer power.

Through its operationalization of the retailer structure and conduct, this research also opens a new avenue for scientific inquiry into the spatial implications of new product introductions. For example, given the location of retailers, which is truly exogenous for any given product introduction, the choice for lead markets could be guided by a targeting of the markets that are central in the "retail" network, that is, from which most spatial contagion emanates. To evaluate the effectiveness of these efforts, general models of growth across both time and space need to be developed in marketing. Future research projects could deal with these topics.

APPENDIX A: SOME RESULTS FOR THE PREDICTION STEPS

For the prediction of the random components $e_j$ and $v_j$, where $j = N + 1, \ldots, N + M$ and $t = 1, \ldots, T$, we need to show that the only observations in $e$ and $v$ that matter for the spatial prediction are $e_j = [e_{j1} \ldots e_{jN}]^T$ and $v_j = [v_{j1} \ldots v_{jN}]^T$, respectively. It is convenient to use the convention that $j' = j - N$. We recall that the cross-sectional structure contains the following submatrices:

$$
\Lambda_{\eta} = \begin{bmatrix}
\Lambda_{11}^{\eta} & \Lambda_{12}^{\eta} \\
(N \times N) & (N \times M) \\
\Lambda_{21}^{\eta} & \Lambda_{22}^{\eta}
\end{bmatrix}
$$

Assuming ergodicity and expanding the AR(1) structure,

$$
E(e_j | e_{j-1}, \cdots, e_1) = E \left( \sum_{s=0}^{\infty} \rho_1^s \eta_{j-s} \mid \sum_{s=0}^{\infty} \rho_2^s \eta_{j-r-s} \right)
$$

$$
= E \left[ \rho_2^s \sum_{s=0}^{\infty} \rho_1^s \eta_{j-r-s} \right]
$$

$$
= E \left[ \rho_2^s \sum_{s=0}^{\infty} \rho_1^s \eta_{j-r-s} \right]
$$

$$
= \rho_2^s \frac{1}{1 - \rho_1^s} \Lambda_{\eta_{j-r}}^{\eta},
$$

where $\Lambda_{\eta_{j-r}}^{\eta}$ is the covariance between $\eta_{j}$ and $\eta_{j-r}$. This implies that the covariance between $e_{j}$ and the $1 \times N$ vector $e_{j-r}$ of stochastic components at sampled markets at $t - r$ is

$$
E(e_{j} e_{j-r}^T) = \frac{\rho_2^s}{1 - \rho_1^s} \Lambda_{\eta_{j-r}}^{\eta}.
$$

where $\Lambda_{\eta_{j-r}}^{\eta}$ is the $j$th row of $\Lambda_{\eta_{j-r}}^{\eta}$ and is equal to the covariation between the scalar $\eta_{j}$ and the $1 \times N$ vector $\eta_{j-r}$ of transient spatial effects at the sampled markets and time $t$. This finally implies that the covariation between $e_{j}$ and $e_{j-r}$ is equal to the $1 \times NT$ vector $\Psi_{j} \otimes \Lambda_{\eta_{j-r}}^{\eta}$, where $\Psi_{j}$ is the $j$th row of $\Psi_{j}$. Now it is simple to prove (see, e.g., Scarf, Casella, and McCall 1992) that

$$
\begin{align*}
E(e_j | e_{j-1}, \cdots, e_1, e_{j-r}, \cdots, e_1) &= E(e_j) + E(e_j | e_{j-r}, \cdots, e_1) [E(e_{j-1})]^T [e_j - E(e_j)] \\
&= 0 + (\Psi_{j} \otimes \Lambda_{\eta_{j-r}}^{\eta}) \left( \Psi_{j} \otimes (\Lambda_{\eta_{j-r}}^{\eta})^{-1} \right) \\
&\quad \times [e_j - E(e_j)] \\
&= 0 + \left( \left[ \begin{array}{ccc} \Psi_{j} \otimes \Lambda_{\eta_{j-r}}^{\eta} (\Lambda_{\eta_{j-r}}^{\eta})^{-1} \\ \Psi_{j} \otimes \Lambda_{\eta_{j-r}}^{\eta} (\Lambda_{\eta_{j-r}}^{\eta})^{-1} \\ \cdots \end{array} \right] \otimes (\Lambda_{\eta_{j-r}}^{\eta})^{-1} \right) \\
&= \Lambda_{\eta_{j-r}}^{\eta} (\Lambda_{\eta_{j-r}}^{\eta})^{-1} e_j.
\end{align*}
$$

Similarly,

$$
\begin{align*}
V(e_j | e_{j-1}, \cdots, e_1, e_{j-r}, \cdots, e_1) &= V(e_j) - (\Psi_{j} \otimes \Lambda_{\eta_{j-r}}^{\eta}) \left( \Psi_{j} \otimes \Lambda_{\eta_{j-r}}^{\eta} \right)^{-1} (\Psi_{j} \otimes \Lambda_{\eta_{j-r}}^{\eta}) \\
&= \frac{1}{1 - \rho_2^s} \Lambda_{\eta_{j-r}}^{\eta} (\Lambda_{\eta_{j-r}}^{\eta})^{-1} (\Lambda_{\eta_{j-r}}^{\eta}) \\
&= \frac{1}{1 - \rho_2^s} \left( \Lambda_{\eta_{j-r}}^{\eta} (\Lambda_{\eta_{j-r}}^{\eta})^{-1} \otimes (\Lambda_{\eta_{j-r}}^{\eta})^{-1} \right).
\end{align*}
$$

where $\Lambda_{\eta_{j-r}}^{\eta}$ is the $j$th element on the diagonal of the full $(M + N) \times (M + N)$ matrix $\Lambda_{\eta}$. Given these results, the distribution of $[e_j | e_{j-1}, \cdots, e_1, \eta]$ does not depend on stochastic components other than $e_j$, and therefore, even for very large $T$ and $N$, these computations can be done efficiently.

APPENDIX B: PRIORS AND FULL CONDITIONAL DISTRIBUTIONS

To use the Gibbs sampler, we derived the distributions of all model parameters conditional on the data at the $N$ sampled locations and on the remaining parameters. Because all cross-sectional processes are of size $N$, during this inference phase of the analysis, we write the $N \times N$ submatrix $\Lambda_{11}^{\eta}$ in Equation 9 as $\Lambda_{\eta}$. Similarly $\Lambda_{11}^{\eta}$ will be represented by $\Lambda_{\eta}$, and so forth.

Full Conditional Distribution of $\alpha$ or $\beta$

The model from which to estimate the vectors $\alpha$ and $\beta$ is $y_i = \alpha + \text{diag}(p_i) \beta + \epsilon_i$ (see Equation 2). Stacking this system over time, we obtain the following expression: $y = 1 \alpha + p \beta + \epsilon$ with

$$
\begin{bmatrix}
1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
p_1 \\
p_2 \\
\vdots \\
p_{NT}
\end{bmatrix}
$$

and $p =

$$
\begin{bmatrix}
p_1 \\
p_2 \\
\vdots \\
p_{NT}
\end{bmatrix}
$$

Consider first the case of price elasticities, $\beta$, and define a new dependent variable $y^*$ as follows: $y^* = y - 1 \alpha = p \beta + \epsilon$. 

Then, the full conditional distribution for the vector $\beta$, given the time series data and the hierarchical model in Equation 6, is as follows:

$$\beta_{\text{rest}} \sim N(\nu_{\beta}(m_\beta, V_\beta), V_\beta)$$

where $V_\beta = \begin{pmatrix} v_\beta & \Sigma_\beta \end{pmatrix}^{-1}$ and $m_\beta = \begin{pmatrix} 
\Sigma_\beta \nu_\beta \nu_\beta^T V_\beta \nu_\beta \end{pmatrix}$. Although this full conditional appears computationally burdensome, the MCMC algorithm uses an exact simplification that makes use of the special form of the matrices $\Lambda$ and $\beta$ (see the subsequent discussion). The full conditional for $\theta$ is derived similarly using $y^* = y - \mu \beta$.

**Full Conditional Distribution of $\theta_\alpha$ and $\theta_\beta$**

Consider the case of $\theta_\alpha$. We chose a Normal prior with zero mean ($\nu_{\theta_\alpha}(0, \Sigma_\alpha)$) and a diagonal variance-covariance matrix, $V_{\theta_\alpha}$, with variances equal to 10,000. The full conditional distribution is then

$$\theta_\alpha \sim N(\nu_{\theta_\alpha}(\alpha, V_{\theta_\alpha}))$$

where $V_{\theta_\alpha} = \begin{pmatrix} \Lambda_\alpha \Lambda_\alpha^{-1} \Lambda_\alpha \end{pmatrix}^{-1}$ and $\nu_{\theta_\alpha} = \begin{pmatrix} \Lambda_\alpha^{-1} \alpha \end{pmatrix}$. Similar expressions hold for the full conditional distribution of $\theta_\beta$.

**Full Conditional Distribution of $\theta_\alpha$, $\theta_\beta$, $\theta_\nu$, and $\theta_\Sigma$**

The variance-covariance matrices $\Lambda_\alpha$, $\Lambda_\beta$, $\Lambda_\nu$, and $\Lambda_\Sigma$ depend on the parameters $\theta_\alpha$, $\theta_\beta$, $\theta_\nu$, and $\theta_\Sigma$, respectively. We use the Metropolis–Hastings algorithm to simulate the distributions of these parameters, which are nonstandard. Most elements in $\theta$ have feasibility bounds: Standard deviations must be positive, autoregression parameters must be within $-1$ and $+1$, and the Bessel function parameter must be positive (see the text). As a result, we use multivariate Normal priors with a variance of 100 that are truncated at the feasibility bounds. We set the modes of these priors to values we believe are reasonable. The Metropolis–Hastings algorithm is explained in more depth subsequently.

**APPENDIX C: THE MCMC ALGORITHM**

At any stage of the sampler, the conditioning is updated with the most recent draws of the variables in the list of conditionals. We can cross-sectionally vectorize all steps in the algorithm. Again all cross-sectional processes are of size $N$. Therefore, we again write the $N \times N$ leading submatrices $\Lambda_\nu\Lambda_\nu^{-1}$ as $N_{ji}$ (for further details, see Appendix B). For each iteration $r$ of the sampler,

1. Set $y^* = y - \mu \beta$. Draw from $[\theta_\nu(\alpha)]$ using an expression equivalent to the one of Equation B2. This equation contains multilevels using full-rank matrices of dimension $NT \times NT$ (in our case $NT = 64 \times 104 = 6656$). We take advantage of the special structure of the matrices $\Lambda$ and $\beta$ to simplify these computations. Specifically, we can prove that for any general column vector $Y$ of size $NT$, for a matrix $X$ of the same structure as the matrices $\Lambda$ and $\beta$ in Equation B1, and for symmetric matrices $\Lambda^{-1}$ and $\Lambda^{-1} \Lambda^{-1}$, the following equivalences hold:

$$X(\Lambda^{-1} \Lambda^{-1}) Y = \text{diag}(\Lambda^{-1} Y \Lambda^{-1})\Lambda^{-1} X^T$$

$$X(\Lambda^{-1} \Lambda^{-1}) Y = \text{diag}(\Lambda^{-1} Y \Lambda^{-1} \Lambda^{-1} X^T)$$

where $\Lambda$ is the element-by-element multiplier, and $Y$ is an $N \times T$ matrix containing the $N$ time series $X_{ij} \ldots X_{ip}$ as rows. The element $X_{ii}$ is an $N \times T$ matrix containing the $N$ time series $X_{ii} \ldots X_{ip}$. Using these equivalences, we can speed up the conditional means and variance computations.

2. Draw $\psi_\alpha(\psi)$ using the distribution in Equation B3.

3. Set $\psi^* = \psi - \alpha$. Draw from $[\theta_\nu(\alpha)]$ using the distribution in Equation B2.

4. Draw $\theta_\nu(\alpha)$ using a distribution equivalent to the one in Equation B3.

5. Draw $\theta_\nu(\alpha)$ using the Metropolis–Hastings algorithm. First, draw a candidate $\theta_\nu(\alpha)$ from a jumping distribution $g(\theta_\nu(\alpha)|\theta_\nu(\alpha-1))$. To obey the logical constraints on $\theta_\nu$, we use a truncated multivariate Normal distribution. To draw from this jumping distribution, we use rejection sampling to obtain a feasible candidate $\theta_\nu(\alpha)$ (in the sense of satisfying all logical constraints on $\theta_\nu$) from a multivariate Normal distribution with mean $\theta_\nu(\alpha-1)$ and variance-covariance matrix $g(\Lambda_\nu^{-1}|\lambda_\lambda)$, where $\lambda = 2.4 \sigma$ and $\sigma$ is the number of parameters in $\theta$ (see Gelman et al. 1995, p. 334). Second, the vector $\theta_\nu(\alpha)$ is probabilistically determined as follows:

$$\theta_\nu(\alpha) = \begin{cases} 
\theta_\nu(\alpha-1) & \text{with probability } \min(Q_\alpha, 1) \\
\theta_\nu(\alpha) \times g(\theta_\nu(\alpha)|\theta_\nu(\alpha-1)) & \text{else}
\end{cases}$$

where

$$Q_\alpha = \frac{\pi(\theta_\nu(\alpha)|\theta_\nu(\alpha-1), \theta_\nu(\alpha-1))}{\pi(\theta_\nu(\alpha-1)|\theta_\nu(\alpha), \theta_\nu(\alpha-1))}$$

in which $\theta_\nu(\alpha)$ is a multivariate Normal density with mean $\theta_\nu(\alpha)$ and a variance-covariance matrix $\Sigma_\lambda$ evaluated at the last draw of $\alpha$. The term $\pi(\theta_\nu(\alpha)|\theta_\nu(\alpha-1), \theta_\nu(\alpha-1))$ is a multivariate Normal prior density evaluated at $\alpha$. The truncation points of the prior do not enter this ratio, because they are common to $\theta_\nu(\alpha)$ and $\theta_\nu(\alpha-1)$.

6. Draw $\theta_\nu(\alpha)$ using the Metropolis–Hastings algorithm as explained previously.

7. Draw $\theta_\nu(\alpha)$ using the Metropolis–Hastings algorithm as explained previously. However, this and the next step in the algorithm differ slightly from Steps 5 and 6. This is because we need to compute the likelihood of a full $NT \times 1$ vector $\theta$ with mean 0 and variance-covariance matrix $\Sigma_{\theta_\nu} \Psi_{\theta_\nu}$ To do this efficiently, we used the following result on determinants $\Psi_{\theta_\nu} \otimes \Lambda_\nu = \Psi_{\theta_\nu} \otimes \Lambda_\nu$, and the following result on traces. Define $e_i = [e_{i1} \ldots e_{iN}]$ and $\hat{e} = [e_{11} \ldots e_{1N}]$. Then $\text{tr} (\Sigma_{\theta_\nu} \otimes \Lambda_\nu) = \text{tr} ((\hat{e} \Sigma_{\theta_\nu} \hat{e}) \otimes \Lambda_\nu)$.

8. Draw $\theta_\nu(\alpha)$ using the Metropolis–Hastings algorithm as explained previously.
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Drawing a better marketing map

Brand managers for nationally distributed consumer goods often make decisions about how to market those products in one geographic market based on brand performance and market condition data from a nearby market, or on global or local averages. But they likely would be better off using a spatial-demand model that better fills in missing variables, according to Bart Bronnenberg and Catarina Sismeiro in their article, "Using Multimarket Data to Predict Brand Performance in Markets for Which No or Poor Data Exist," in the February issue of Journal of Marketing Research. Most large consumer goods manufacturers want to monitor sales performance of their brands in a variety of regional markets, and leading market research providers, such as ACNielsen and Information Resources Inc., collect multimarket time-series data of brand performance and market conditions. However, the cost limits the number of locations that are sampled, creating a problem of missing data for managers of national brands. Those managers often make decisions based on local demand conditions, and also may have to account for strong dependencies across markets which demand new modeling approaches that incorporate the effects of these dependencies on model inferences and predictions.

The authors propose a model for market similarity that incorporates the structure of the U.S. retailing industry and the geographic location of markets. The authors then use the proposed model to show how to use multimarket data to predict brand performance in markets for which no or poor data exist, applying it to demand data in the Mexican food category. Their results show that the spatial prediction method improves greatly on predictors such as nearest-neighbor predictors and global or local averages. In addition, the authors show that the spatial model provides more plausible estimates of price elasticities by solving an omitted variables problem and by drawing uninformative estimates toward their local averages.

In the article, the authors also discuss other issues regarding retailer behavior and its effect on demand.

Bart Bronnenberg is an assistant professor of marketing at the John E. Anderson Graduate School of Management at the University of California, Los Angeles. Catarina Sismeiro is a doctoral candidate in marketing at the Anderson school at UCLA.
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