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We use a model-based approach to derive quarterly figures on several variables for the aggregate labor market in the Netherlands that are only observed annually. These approximations are conditional expectations derived from univariate and bivariate quarterly time series models for the series under consideration. They are subsequently used as proxies to estimate and analyze the structural labor market equations. Attention is given to the properties of estimation procedures based on proxy variables.
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1. INTRODUCTION

Frequently in empirical economic modeling, observations are not available for the time periods for which the model is specified. For instance, for the aggregate labor market in the Netherlands, labor supply and employment are usually observed, whereas unemployment figures are available on a monthly basis. In the recently published quarterly macroeconomic model for the Dutch economy (Central Planning Bureau (CPB) 1983), quarterly figures for the missing labor market data were derived by interpolation and subsequently used to estimate and analyze the quarterly model.

In this article we propose a model-based approach to the problem of missing observations and apply it to the aggregate labor market data for the Netherlands. Given a joint model for the data and for the missing observations, we show how to estimate the latter as mathematical expectations of the missing variable, conditional on the sample information. Usually, the model can be written in different forms, the role of which in deriving estimates of the missing observations will be discussed and illustrated. The derivation of approximations for the missing variables and their use in model building are closely interrelated. On the one hand, interpolation by means of conditional expectations requires parameter estimates. On the other hand, the parameters of the model can often be consistently estimated using the interpolated figures as proxies for the unobserved values, provided one takes into account the stochastic properties of the interpolations. This means, of course, that some information about the structure of the model is available. We shall explicitly pay attention to the relationship between interpolating the data and estimating the parameters in the model. In particular, we consider consistent parameter estimation based on proxies for the unobserved variables. These methods are in general computationally attractive and fairly accurate. The terms interpolations, approximations, proxy variables, and estimates of the missing observations will be used as synonyms throughout this article.

A model-based approach has the advantage that the information available on the model and the series is incorporated in a coherent way in the analysis. Ideally, one would like to specify and estimate the joint model for the data and the missing observations and then derive interpolations for the missing values from the estimated model. In practice, however, the model is often not completely specified, or it is too large to be used to generate estimates of the missing figures. A limited information approach then has to be adopted in which the estimates of the missing observations and of the parameters are derived from part of the model only. Some forms of a structural model are adequate for the interpolation of the missing observations under limited information. The accuracy of the approximations generally depends on the amount of reliable information incorporated in the interpolation procedure. Other types of unobservables, such as measurement errors and expectation variables, can be approached along the same lines.

The article is organized as follows. Section 2 is devoted to methods for the interpolation of the missing observations. We also briefly review the properties of estimation procedures based on the interpolated values. We show how consistency of the estimates can be achieved. In Section 3, we present the structural model for the labor market. Sections 4 and 5 contain the empirical results. In Section 4.1, we specify quarterly univariate autoregressive integrated mov-
ing average (ARIMA) models for employment in the private and public sectors. These models are estimated from annual data and are used to generate smoothed estimates of the missing values. The use of indicator variables, which are observed quarterly, is considered in Section 4.2. The joint interpolation of several series is discussed in Section 4.3. Quarterly observations on unemployment are included to improve the smoothed estimates of the unobserved employment and labor supply figures. In Section 5, the newly constructed approximations for the employment and labor supply series are used as proxies to estimate a structural adjustment equation for labor demand. The results are compared with those obtained using the series constructed by the CPB as a proxy. The robustness of the empirical results is checked by allowing for measurement errors in the desired labor demand series. Section 6 presents some concluding remarks. Consistent estimators for the standard errors of the proxy variables estimators are given in the Appendix.

2. INTERPOLATION AND PARAMETER ESTIMATION

Consider the problem of interpolating the unobserved quarterly figures of a variable that is observed annually. A first approach consists in assuming that the quarterly values are generated by some univariate ARIMA model. This model could be interpreted as the marginal process implied by some linear quarterly simultaneous-equation model (SEM) for which the exogenous variables are generated by an ARIMA model (see Zellner and Palm 1974). By integrating the quarterly ARIMA model with respect to the missing observations, we get an ARIMA process for the annual data. The ARIMA model for the annual observations can be estimated from the data. The parameters of the quarterly ARIMA model can be estimated from the annual data, provided they are identified (see Palm and Nijman 1984). The conditional expectation of the quarterly values, given past annual observations or given all annual observations, can then be computed by means of the Kalman filter or the Wiener–Kolmogorov filtering theory to yield proxies for the missing variable. This approach has been adopted by Harvey and Pierse (1984) among others. The interpolation method put forward by Boot, Felses, and Lismen (1967), which consists in minimizing the first or second squared difference of the interpolations given the sample information, is an approximation to this approach. It is exact when the appropriate model is a first- or second-order integrated scheme.

When a nonlinear SEM is appropriate, a univariate ARIMA model corresponds to or approximates the Wold representation of the quarterly or annual data. The normality assumption for the single variable may not be adequate in this case. Likelihood estimation methods based on the normal distribution then have to be interpreted as pseudolikelihood methods, and expectations are least squares approximations.

Second, related variables that are observed quarterly can be included in the conditioning set of the expectations of the missing variables. The regression model analyzed by Palm and Nijman (1984) will then often be an appropriate tool for estimating the missing observations. It is likely that when the parameters of the conditional expectation of a quarterly variable, given its past annual values or past and future annual observations, are not identified, those of its conditional expectation given some indicator variable are identified. An indicator variable will then be required for interpolating the missing figures. If the prediction errors from conditioning on indicator variables only have an ARIMA correlation structure and are independent of these indicators, the errors can be interpolated along the lines of the first approach to get estimates of the missing observations that are conditional expectations given the sample information on the indicator variables and the variable to be interpolated. This procedure is a direct generalization of the procedures put forward by Chow and Lin (1971), Ginsburgh (1973), Fernandez (1981), and Litterman (1983).

Third, if several variables are not observed for all periods in the sample or if, for instance, their aggregate value is observed for some periods, one can model them jointly using a multivariate time series model or a structural SEM. In this way it becomes possible to take account of dependencies between the series and to derive sets of approximations for the missing figures that are internally consistent and that satisfy, for example, some adding-up restrictions across variables.

The amount of information incorporated in the interpolated series increases as we move from the first to the second and third approaches. In Section 4, the three approaches will be applied to aggregate labor market data for the Netherlands.

Now we briefly consider the estimation of the parameters in the model. When the joint density function for the data and the missing observations is given, the maximum likelihood (ML) method can be used. There are various ways to implement ML. By marginalizing with respect to the unobserved variables, one obtains the likelihood function, which can be maximized with respect to the parameters of the joint model, provided these parameters are identified. Some ML procedures do not require explicit marginalization with respect to the unobserved variables. For instance, the log-likelihood function in prediction error decomposition form and its derivatives can be evaluated by means of the Kalman filter to obtain ML estimates of the parameters and predictions for the missing data points. Similarly, the use of the EM algorithm put forward by Dempster, Laird, and Rubin (1977) avoids explicit marginalization of the model with respect to the unobserved variables.

Frequently, however, in applied work the model is too large to be jointly estimated or it is only specified in part. It may then be necessary to use a consistent estimation method instead of a fully efficient estimator. Consistent estimation procedures that are based on proxies for the missing figures are usually computationally attractive. [For details, we refer to Nijman and Palm (1984) and Fagan (1984).] When the proxies take into account important features of the model, their accuracy can be close to that of ML (see Nijman and
Proxy variable estimators will often be more robust than the ML estimator, as they do not require a completely specified model. To show how consistent proxy variable estimators can be obtained, consider the following regression model:

\[ y_t = x_t' \beta + \epsilon_t, \quad (2.1) \]

where \( y_t \) is the endogenous variable, \( x_t \) is a vector of exogenous variables, \( \beta \) is a vector of regression coefficients, \( \epsilon_t \) is normally independently distributed with mean 0 and variance \( \sigma^2 \), and \( \epsilon_t \) and \( x_t' \) are independent for all \( t, t' \). Define \( x_{zt} = (y_t, x_t')' \). Assume that the conditional expectation of \( x_{zt} \), given some information set \( z_t \), exists, and define

\[ \bar{x}_{zt} = E(x_{zt}|z_t, \theta) \quad \text{and} \quad \bar{x}_{zt} = E(x_{zt}|z_t, \hat{\theta}), \quad (2.2) \]

where \( \theta \) and \( \hat{\theta} \) are vectors of parameters in the conditional expectation and their estimate, respectively.

When \( x_{zt} \) is not observed for some or all \( t \), \( \bar{x}_{zt} \) can be used as a proxy for \( x_{zt} \), provided a consistent estimate \( \hat{\theta} \) is available. The proxy equals the observed value, whenever the latter is available. Substitution of \( \bar{x}_{zt} \) into (2.1) yields

\[ \hat{y}_t = \bar{x}_t' \beta + \bar{u}_t, \quad (2.3) \]

where \( \hat{y}_t \) and \( \bar{x}_t \) are the appropriate elements of \( \bar{x}_{zt} \), and \( \bar{u}_t = \epsilon_t + (x_{zt} - \bar{x}_{zt})' \beta \hat{\theta} \), and \( \beta\hat{\theta} = (-1, \beta')' \).

Ordinary least squares (OLS) applied to (2.3) will be consistent for \( \beta \) provided \((\hat{X}' \hat{X})^{-1} \hat{X}' \hat{u}\) converges to 0 in probability. Notice that mechanical interpolations that are not based on structural considerations, such as the method of Boot et al. (1967), usually do not satisfy this requirement. Palm and Nijman (1984) showed that the asymptotic bias can be important. Variables that are independent of \( \epsilon_t \), however, are also asymptotically independent of \( u_t \), provided they are included in the conditioning set of (2.2). In this case, they are appropriate instrumental variables to estimate \( \beta \) consistently from (2.3). The larger the conditioning set is, the larger the number of valid instruments will be. Nijman and Palm (1984) showed how the efficiency of proxy variable estimators can be increased by incorporating additional information in the proxy. Finally, even if a regression of \( \hat{y}_t \) on \( \bar{x}_t \) yields a consistent estimate of \( \beta \), the commonly used formula for the computation of standard errors of regression estimates will usually not yield consistent estimates of the standard errors. Consistent estimation of the standard errors of proxy variable estimators is discussed in the Appendix.

3. THE LABOR MARKET MODEL

The model for the labor market that we consider is a modified version of the quarterly CPB (1983) model. It describes the short-run adjustment of the labor demand and supply to desired labor demand and the trend in labor supply, respectively. Desired labor demand and the trend in labor supply depend on economic variables such as the real wage rate. In the present short-run model, however, they are assumed to be predetermined. Aggregate employment is determined by actual labor demand and supply. The model consists of three structural relationships, four definitions, and an autoregressive integrated model for an exogenous variable. It reads as follows:

\[ y_t(L) \Delta d_t = \delta_t(L) \Delta d^*_t + \beta_1 (d_t - d^*_t)_{t-1} + e_t \quad (3.1) \]

\[ y_t(L) \Delta s_t = \delta_t(L) \Delta s^*_t + \beta_2 (s_t - s^*_t - c_t)_{t-1} + e_t \quad (3.2) \]

\[ l_t = a_t \theta_t + b_t d_t \quad (3.3) \]

\[ n_t = l_t + g_t \quad (3.4) \]

\[ sb_t = s_t - g_t \quad (3.5) \]

\[ u_t = s_t - n_t \quad (3.6) \]

\[ y_t(L) \Delta g_t = \varepsilon_t \quad (3.7) \]

where \( d_t, d^*_t = \) labor demand and desired labor demand by the private sector, respectively; \( s_t, s^*_t = \) total labor supply and its trend value, respectively; \( l_t = \) employment in the private sector; \( b_t = \) labor supply available for the private sector; \( g_t = \) employment in the public sector; \( n_t = \) total employment; \( u_t = \) unemployment; \( \gamma_t(L), \delta_t(L) \) denote finite-degree polynomials in the lag operator \( L \), for which at most a second degree for \( \gamma_t(L) \) and a zeroth degree for \( \delta_t(L) \) will be sufficient in the sequel [i.e., \( \gamma_t(L) = 1 - \gamma_t L - \gamma_t^2 L^2 \) and \( \delta_t(L) = \delta_t(L) \Delta = \) the first difference operator; \( a_t = \) a variable weight that is assumed to be predetermined; and \( e_t = \) a normally distributed white noise with mean 0 and constant variance \( \sigma_t^2 \). The \( e_t \)'s are mutually independent.

A short explanation is in order. In (3.1) and (3.2), labor demand and supply are assumed to adjust to their respective target values \( d^*_t \) and \( s^*_t + c_t \) according to an error correction model (ECM). In the case of labor supply, this target value deviates from the trend value \( s^*_t \) because of a different treatment of some minor groups in the labor force in the definition of \( s_t \) and \( s^*_t \). Notice that an adjustment according to (3.1) or (3.2) could be inappropriate when the target is nonstationary. However, the additional restriction \( \delta_t = \gamma_t \) = 1, implying a zero mean lag, solves this problem for a linearly trending target (see Salmon 1982) and for a target variable generated by an ARIMA\((p, 1, q)\) process (see Kloeck 1984).

Equation (3.3) is a linearized version of a relationship derived by Kooiman and Kloeck (1979), who aggregated over a normally distributed continuum of demand- or supply-constrained micro–labor markets to establish a nonlinear relationship between aggregate employment and aggregate excess labor supply. The weights \( a_t \) depend on excess labor supply in period \( t - 1 \). (For details, we refer to Kooiman and Kloeck 1979.) The main difference between the system (3.1)–(3.7) and the model of the CPB (1983) is that there \( d_t \) is assumed to be equal to \( d^*_t \).

We analyze the quarterly model (3.1)–(3.7) for the period 1968–1981. In the empirical analysis we use the quarterly observations for \( u_t \). The variables \( d^*_t, s^*_t, a_t, \), and \( c_t \) are not observed. It is reasonable to assume that these series are
smooth. The values for \(d_t\), \(a_t\), and \(s_t\) generated in the model of the CPB are used as approximations. The variable \(d_t\) is determined by the real wage rate, the depreciation rate of capital, the rate of technical change, and new investments. The weights \(a_t\) and \(s_t\) depend on labor supply and demand in the private sector. The variable \(x_t\) constructed by the CPB is used. The determinants of \(s_t\) are labor supply, participation rates, and demographic variables. The labor demand \(d_t\) is not observed and will be estimated in Section 4. For \(n_t\), \(g_t\), and \(s_t\), the annual average is observed. An overbar denotes the annual average [e.g., \(\bar{n}_t = .25(n_{t-1} + n_{t-2} + n_{t-3})\)]. Quarterly values of \(n_t\), \(g_t\), and \(s_t\) will be estimated in the next section. The variables are measured in millions of man-years and have been seasonally adjusted. The data have been prepared by the CPB (1983) and are available on request. In Section 5.1, the errors involved in the approximations for \(d_t\), \(s_t\), \(a_t\), and \(s_t\) are assumed to be negligible. In Section 5.2, this assumption will be weakened as far as \(d_t\) is concerned by adopting a measurement-errors framework.

4. ESTIMATION OF THE MISSING OBSERVATIONS

4.1 Estimates Derived From Univariate ARIMA Models

We start the empirical part of the analysis by interpolating total employment \(n_t\) for the Netherlands, assuming that the variable is generated by a univariate ARIMA scheme. This assumption is approximately in agreement with the structural model that we proposed in the previous section.

A first-order autoregressive (AR) model for the annual change in \(\bar{n}_t\) is found to be consistent with the information in the data (standard errors are given in parentheses):

\[
\Delta \bar{n}_t = .005 + .50\Delta \bar{n}_{t-1} + \hat{\epsilon}_t, \tag{4.1}
\]

\[
(\hat{\sigma}^2 = 1.4 \times 10^{-3}, \tag{4.2})
\]

for \(t \in T_4\). By \(T_m\) we denote the set \(\{m, 2m, \ldots, T\}\), assuming for simplicity that \(T\) is a multiple of \(m\). \(T_m\) denotes the set \(T \setminus T_m\). The disturbances of the various quarterly models will be denoted by \(\epsilon\), if no confusion is possible, whereas \(\hat{\epsilon}\) denotes the disturbance of the annual models. Because the sample size \(T/4 = 15\) is small, the information in the annual observations is probably limited.

Several models for \(n_t, t \in T_1\), are in agreement with (4.1). For instance, the specification

\[
\Delta n_t = c_t + \rho \Delta n_{t-1} + \epsilon_t, \quad t \in T_1, \tag{4.2}
\]

implies the following model for \(\bar{n}_t, t \in T_1\):

\[
(1 - \rho L^3)(1 - L^3) \bar{n}_t = .25(1 + \rho L + \rho^2 L^2 + \rho^3 L^3) \times (1 + L + L^2 + L^3) \bar{\epsilon}_t + c_t, \tag{4.3}
\]

which is identical to (4.1) except for the presence of a second-order moving average (MA) polynomial in \(L^3\) in (4.3).

Notice that it may be difficult to detect small MA coefficients such as those in (4.3) from the 15 annual observations.

ML estimation (4.2) from the annual data using the prediction error decomposition method (e.g., see Harvey 1981) yields

\[
(1 - .80L)(\Delta n_t - .000) = \hat{\epsilon}_t, \tag{4.4}
\]

\[
.09 (\hat{\sigma}^2 = 6.0 \times 10^{-5}, \tag{4.5})
\]

with a log-likelihood value of 32.4. The numerical optimization for ML estimation was initialized at \(\hat{\rho} = (.5)^{25} = .84\), obtained from (4.1). A diffuse density function was assumed for the presample values of \(n_t\), as proposed by Ansley and Kohn (1983). The standard errors have been computed using an expression for the information matrix given in Watson and Engle (1983), which requires only first derivatives of the log-likelihood function. Details on the computational aspects of ML estimation are given in Nijman (1985).

Alternatively, the model

\[
(1 - .34L^3)(\Delta n_t - .003) = \hat{\epsilon}_t, \tag{4.6}
\]

\[
.29 (\hat{\sigma}^2 = 4.0 \times 10^{-4}, \quad t \in T_1, \tag{4.7})
\]

with a log-likelihood value of 31.4 is in agreement with (4.1), since it implies an ARMA(1, 1) model in the lag \(L^3\) for \(\Delta \bar{n}_t\) with a small MA coefficient. We are confronted with an identification problem. Several ARMA models for the quarterly data are approximately consistent with (4.1) for annual data. The choice between these models has to be based on prior information. We choose the model (4.4) because it is consistent with the structural model set out in Section 3 and because the data are seasonally adjusted. This model is used to compute two-sided conditional expectations for \(n_t, t \in T_1\), given \(\bar{n}_t, t \in T_0\), by means of the fixed interval smoother (see Anderson and Moore 1979). The approximations will be presented in Figure 1.

Although limited, the information in the annual data is not negligible. The random walk model, which implicitly underlies the interpolation scheme proposed by Boot et al. (1967), when \(d = 1\), is rejected at the margin against the model (4.4) because it has a log-likelihood value of 30.1. When a Box–Pierce test is applied to the estimated innovations of the random walk model, no misspecification is detected. This test, however, is known to be conservative.

An explanation of the information in the data might be provided by the presence of the factor \((1 + L + L^2 + L^3)^3\) in (4.3). As shown by Palm and Nijman (1984), the asymptotic efficiency of the ML estimate of \(\rho\) for complete data compared to that for an incomplete sample is 2.3 when \(\rho = .8\). Therefore the information in the 14 annual changes equals that of 2.3 \(\times 14\) = 32 observed quarterly changes. The presence of the factor \((1 + L + L^2 + L^3)^3\) also explains why multiple maxima of the log-likelihood function were not found here.

A quarterly AR(1) model has also been assumed for the annual changes in the employment in the public sector \(g_t\).
The estimated annual model is

\[ \Delta \bar{g}_t = .15 \Delta \bar{g}_{t-4} + .011 + \epsilon_t, \]

\( .27 \) \quad \( .004 \) \hfill (4.6)

\[ \sigma^2 = 1.7 \times 10^{-4}, \]

where \( \bar{g}_t \) is the annual average of \( g_t \). The result in (4.6) approximately corresponds to the first-order AR model (3.7) for \( g_t \), \( t \in T_1 \), with \( \gamma_1 = .62 \). Estimating the model for \( \Delta \bar{g}_t \) by ML from annual data yields

\[ (1 - .57L)(\Delta \bar{g}_t - .003) = \bar{\epsilon}_t, \]

\( .12 \) \quad \( .000 \)

\[ \sigma^2 = 1.5 \times 10^{-6}. \] \hfill (4.7)

The model (4.7) has been used to approximate the unobserved quarterly values of \( g_t \) by two-sided expectations conditional on the observed \( \bar{g}_t \), \( t \in T_4 \).

**4.2 Interpolation by Means of Indicator Variables**

Since one of the main determinants of the labor supply \( s_t \) is the trend \( s^*_t \), which we assumed to be observed quarterly, the dynamic regression equation (3.2) can be used to construct approximations for the unobserved values of \( s_t \). ML estimation of (3.2) yields

\[ \Delta s_t = .912 \Delta s_{t-1} - .024(s - s^* - .134)_{t-1} \]

\( .018 \) \quad \( .003 \) \quad \( .007 \)

\[ + .106 \Delta s^*_t + \epsilon_{2t}, \]

\( .020 \)

\[ \sigma^2 = 4.1 \times 10^{-7}, \] \hfill (4.8)

with a log-likelihood value of 57.80.

The mean lag of (4.8) equals \( \gamma_1 + \delta_2 = 1.0 \). Stationarity of error-correction terms in the presence of a trending target requires a zero mean lag. If we impose the constraint \( \gamma_1 + \delta_2 = 1 \) on (4.8), we find that

\[ \Delta s_t = .909 \Delta s_{t-1} - .025(s - s^* - .134)_{t-1} \]

\( .017 \) \quad \( .003 \) \quad \( .004 \)

\[ + (1 - .909) \Delta s^*_t + \epsilon_{2t}, \]

\( .017 \)

\[ \sigma^2 = 4.2 \times 10^{-7}, \] \hfill (4.9)

with a log-likelihood value of 57.77. Evidently this model is close to the unrestricted version (4.8). This is not surprising if we realize that the mean value of the lag in (4.8) is strongly influenced by lags in a distant past.

**4.3 Joint Interpolation of Several Series**

Equation (4.9) can be used to compute the expectations of the unobserved quarterly values of \( s_t \) conditional on the annual observations on \( s_t \) and the quarterly observations on \( s^*_t \). These approximations for \( s_t \) and the approximations for \( n_t \) obtained from (4.2) are not consistent with the observed quarterly data on unemployment because they do not satisfy identity (3.6). This problem can be solved by specifying a joint model for labor supply and employment and adding the quarterly unemployment data to the information set used to compute approximations. If the changes in employment \( n_t \) and labor supply \( s_t \) are approximately independent, the unemployment series \( u_t \) is informative about these variables.

First, we determine a univariate ARIMA model for the seasonally adjusted unemployment series \( u_t \). Models for \( n_t \) and \( s_t \) that are not in agreement with that for \( u_t \) can be safely ignored. The following model is found to be appropriate:

\[ \Delta u_t = .0005 + 1.65 \Delta u_{t-1} - .73 \Delta u_{t-2} + \epsilon_t - .43 \epsilon_{t-1}, \]

\( .0004 \) \quad \( .24 \) \quad \( .24 \) \quad \( .30 \)

\[ \sigma^2 = 2.1 \times 10^{-8}. \] \hfill (4.10)

The AR polynomial in (4.10) has roots equal to \( .82 \pm .22i \). Independent AR(1) models for \( \Delta n_t \) and \( \Delta s_t \) imply an ARMA(2, 1) model with real roots for \( \Delta u_t \):

\[ (1 - \rho_1 L)(1 - \rho_2 L^2)(\Delta u_t - c_t) = e_{tu}, \]

\( 1 - \rho_1 L - \rho_2 L^2)(\Delta s_t - c_t) = e_{ts}, \] \hfill (4.11)

where the subscripts refer to the univariate processes for \( n_t \) and \( s_t \), respectively. If we ignore the imaginary part of the roots, the result in (4.10) is in agreement with AR(1) processes for \( \Delta n_t \) and \( \Delta s_t \), with \( \rho_1 \approx \rho_2 \). Alternatively, AR(2) models for \( \Delta n_t \) and \( \Delta s_t \) with approximately the same AR parts imply a specification close to (4.10) for \( \Delta u_t \).

We estimate the bivariate model

\[ (1 - \rho_{1t} L - \rho_{2t} L^2)(\Delta u_t - c_t) = e_{tu}, \]

\hfill (4.12)

and

\[ (1 - \rho_{1t} L - \rho_{2t} L^2)(\Delta s_t - c_t) = e_{ts}, \] \hfill (4.13)

where \( (e_{tu}, e_{ts})' \) is assumed to be independently distributed with mean 0 and covariances \( \text{E}e_{tu} = \sigma^2, \text{E}e_{ts} = 0, \text{E}e_{tu}e_{ts} = 0 \). When \( \rho_{1t} \) and \( \rho_{2t} \) are assumed to be zero, ML estimation of (4.12) and (4.13), given annual data on \( n_t \) and \( s_t \), and quarterly data on \( u_t = s_t - n_t \), gives

\[ \hat{\rho}_{1t} = .911, \quad \hat{\rho}_{2t} = .898, \quad \hat{\epsilon}_u = \epsilon_s = .000, \]

\( .041 \) \quad \( .019 \) \quad \( .008 \)

\[ \hat{\epsilon}_s = .012, \quad \hat{\mu}_t = .310, \quad \hat{\delta}^2 = 2.5 \times 10^{-5}, \] \hfill (4.14)

\hfill (4.04) \quad \hfill (4.34)

a log-likelihood value of 271.4, \( r_1 = .25, r_2 = .18, r_3 = .09, \) and \( r_4 = -.16 \), where the \( r_i \)'s are estimated residual autocorrelations for \( u_t, t \in T_t \). The approximate standard error for the residual autocorrelations is \( T^{-1/2} = .13 \). For the unrestricted model (4.12) and (4.13), the ML estimates are

\[ \hat{\rho}_{1t} = 1.240, \quad \hat{\rho}_{2t} = -.371, \quad \hat{\epsilon}_u = 1.216, \]

\( .146 \) \quad \( .134 \) \quad \hfill (4.09)

\[ \hat{\rho}_{2t} = -.367, \quad \hat{\epsilon}_s = .001, \quad \hat{\epsilon}_s = .011, \]

\( .074 \) \quad \hfill (4.05) \quad \hfill (4.03)

\[ \hat{\mu} = .261, \quad \hat{\delta}^2 = 2.0 \times 10^{-5}. \] \hfill (4.15)

\hfill (4.19)

with a log-likelihood value of 277.3, \( r_1 = -.14, r_2 = .13, r_3 = .16, \) and \( r_4 = .19 \). The bivariate AR(2) model (4.15)
differs significantly from the AR(1) model (4.14), which is not surprising, given the values of the residual autocorrelations in (4.14). We choose the bivariate model (4.15) to compute interpolations for the missing observations and their derivatives with respect to the parameters in (4.15) by means of the fixed interval smoother. The approximations for the missing observations on \( n_t \) and \( s_t \) generated by the bivariate model (4.15) and the univariate models (4.4) and (4.9) are given in Figure 1. At first sight, alternative estimates of the missing observations appear to be close to each other, which is not surprising because they are restricted to sum to the observed annual figure. The asymptotic standard errors of the approximation error of proxies generated by the univariate models are .0074 and .0030 for employment and labor supply, respectively. For the bivariate model (4.15), we get a standard error of .0027 for both series. The differences between alternative estimates of the missing observations are in some quarters statistically significant. The use of unemployment data considerably improves the accuracy of the approximations. Moreover, the serial correlation properties of these approximations and the estimates that are obtained when they are used as proxies for unobserved regressors can be quite different (see also Wilcox 1983 and Sec. 5).

An obvious extension of (4.15) consists in the inclusion of the trend in labor supply \( s_t^* \) as an indicator of \( \delta_t \), as done in (4.8). Joint estimation of (3.2) and (4.12) subject to the restriction \( \gamma_2 + \delta = 1 \), given annual observations on \( n_t \) and \( s_t \), and quarterly data for \( u_t \) and \( s_t^* \), yields

\[
\begin{align*}
\hat{\rho}_{n1} &= 1.196, \quad \hat{\rho}_{n2} = -0.305, \quad \hat{\epsilon}_n = 0.000, \\
&\quad (0.019) \quad (0.026) \quad (0.000) \\
\hat{\mu} &= 0.317, \quad \gamma_2 = 0.839, \quad \hat{\beta}_2 = -0.052, \\
&\quad (0.024) \quad (0.013) \quad (0.004) \\
\hat{\epsilon}_s &= 0.136, \quad \theta^2 = 2.0 \times 10^{-5}, \quad (4.16) \\
&\quad (0.015)
\end{align*}
\]

a log-likelihood value of 277.6, \( r_1 = 0.00, r_2 = 0.14, r_3 = 0.14, \) and \( r_4 = 0.17 \). The asymptotic standard errors of the estimation error of the missing observations generated by (4.16) are .0025 for both series. Apparently, the information in \( s_t^* \) is not important for predicting \( s_t \).

Note, finally, that for the models we estimate, independence of the innovations in \( n_t \) and \( s_t \) has been assumed. This assumption is only approximately in accordance with the structural model presented in the previous section and could be omitted. However, no empirical results on this extension are available at present.

5. THE USE OF ESTIMATES OF THE MISSING DATA

5.1 Structural Analysis of the Adjustment Equation of Labor Demand

In this section we analyze Equation (3.1) for actual labor demand \( d_t \). As \( d_t \) is not directly observed for any period,
(3.1) cannot be estimated by ML. If the $a_n$'s were constant within the year, the annual average of $d_i$ could be computed from (3.3), because the annual averages of $n_t$, $g_t$, and $s_t$ are observed. We use (3.3) to compute proxy values for $d_i$:}

$$d_i = [(n_t - g_t) - a_n(s_t - g_t)]/a_{2n}, \quad (5.1)$$

where the weights $a_n$ obtained by the CPB and the interpolations for $n_t$, $g_t$, and $s_t$ derived in the previous section are used. Actually, one might add a disturbance term to (5.1) to account for measurement errors in $d_i$ due to the approximate character of (3.3). This point has not been investigated. The series $l_t = n_t - g_t$, $s_{th}$, $d_{th}$, and $d_{th}^*$ are given in Figure 2. The proxies are obtained from (4.7) and (4.15). Notice the increase in employment in 1979–1980, a period in which the desired labor demand is smaller than employment and steadily decreases. The temporary increase of actual labor demand estimated by (5.1) in that period, however, possibly explains the increase in employment. An adjustment model that distinguishes between $d_i$ and $d_{th}^*$ seems to be more in agreement with the empirical evidence than the assumption that $d_i = d_{th}^*$. When the proxy for $d_i$ is substituted into (3.1), one gets

$$\gamma_i(L)\Delta\hat{d} = \beta_i(d - \hat{d}), \quad (5.2)$$

where $w_t = [\beta_iL - \Delta\gamma_i(L)](d - \hat{d})$. The orthogonality of the regressors and the disturbance term in (5.2) required for the consistency of OLS estimates can be violated even if the regressors in (3.1) are orthogonal to $e_{it}$, which we assume. First, the proxies can be correlated with $w_t$, as not all regressors are contained in the information set that generates the proxies. For instance, the information on $g_t$ that might be contained in $n_t$ has not been used in (4.7). Since the main determinants of the missing observations have been taken into account, however, this correlation will be neglected. A second possible cause of correlation between regressors and the error term $e_{it} + w_t$ is the use of two-sided conditional expectations to generate proxies. Although, for example, $\Delta d_{t-1}$ and $e_{it}$ are assumed to be orthogonal, $\Delta d_{t-1}$ might depend on $\Delta d_t$ and therefore be correlated with $e_{it}$. This problem can be avoided by using proxies that are conditional expectations, given past observations only. For most proxies, however, the dependence on future information is expected to be small, so regressors and disturbance in (5.2) can be assumed to be at least approximately orthogonal.

Two alternative specifications for (5.2) have been estimated for the sample period 1969–1981. Proxies for $n_t$ and $s_t$ have been generated in three different ways: (a) from the univariate models (4.4) and (4.9), (b) from the bivariate AR model (4.15), and (c) from the bivariate ARX model (4.16). In all of these cases, approximations for $g_t$ are obtained from the AR model (4.7). The three sets of proxies and the proxies constructed by the CPB are given in Table 1.

![Figure 2. Labor Demand in the Private Sector and Some Related Series: Approximated Quarterly Data in Millions of Man-Years. —-, Employment; ••–••, labor supply; ••••, labor demand; — — —, desired labor demand.](image-url)
<table>
<thead>
<tr>
<th>Quarter</th>
<th>Employment</th>
<th>Labor Supply</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1967:2</td>
<td>4.539</td>
<td>4.540</td>
<td>4.543</td>
</tr>
<tr>
<td>1967:3</td>
<td>4.544</td>
<td>4.544</td>
<td>4.534</td>
</tr>
<tr>
<td>1967:4</td>
<td>4.551</td>
<td>4.549</td>
<td>4.528</td>
</tr>
<tr>
<td>1968:1</td>
<td>4.560</td>
<td>4.558</td>
<td>4.547</td>
</tr>
<tr>
<td>1968:2</td>
<td>4.574</td>
<td>4.572</td>
<td>4.571</td>
</tr>
<tr>
<td>1968:3</td>
<td>4.591</td>
<td>4.591</td>
<td>4.595</td>
</tr>
<tr>
<td>1968:4</td>
<td>4.611</td>
<td>4.615</td>
<td>4.624</td>
</tr>
<tr>
<td>1969:2</td>
<td>4.653</td>
<td>4.653</td>
<td>4.662</td>
</tr>
<tr>
<td>1969:3</td>
<td>4.670</td>
<td>4.670</td>
<td>4.674</td>
</tr>
<tr>
<td>1970:1</td>
<td>4.697</td>
<td>4.697</td>
<td>4.698</td>
</tr>
<tr>
<td>1970:2</td>
<td>4.709</td>
<td>4.711</td>
<td>4.712</td>
</tr>
<tr>
<td>1971:1</td>
<td>4.746</td>
<td>4.744</td>
<td>4.750</td>
</tr>
<tr>
<td>1971:2</td>
<td>4.750</td>
<td>4.750</td>
<td>4.753</td>
</tr>
<tr>
<td>1971:3</td>
<td>4.764</td>
<td>4.748</td>
<td>4.746</td>
</tr>
<tr>
<td>1971:4</td>
<td>4.734</td>
<td>4.736</td>
<td>4.723</td>
</tr>
<tr>
<td>1972:1</td>
<td>4.719</td>
<td>4.716</td>
<td>4.710</td>
</tr>
<tr>
<td>1972:2</td>
<td>4.705</td>
<td>4.704</td>
<td>4.704</td>
</tr>
<tr>
<td>1973:1</td>
<td>4.690</td>
<td>4.691</td>
<td>4.705</td>
</tr>
<tr>
<td>1973:2</td>
<td>4.702</td>
<td>4.700</td>
<td>4.700</td>
</tr>
<tr>
<td>1973:3</td>
<td>4.708</td>
<td>4.707</td>
<td>4.706</td>
</tr>
<tr>
<td>1973:4</td>
<td>4.713</td>
<td>4.712</td>
<td>4.710</td>
</tr>
<tr>
<td>1974:1</td>
<td>4.715</td>
<td>4.711</td>
<td>4.710</td>
</tr>
<tr>
<td>1974:2</td>
<td>4.719</td>
<td>4.711</td>
<td>4.711</td>
</tr>
<tr>
<td>1974:3</td>
<td>4.707</td>
<td>4.709</td>
<td>4.709</td>
</tr>
<tr>
<td>1974:4</td>
<td>4.698</td>
<td>4.701</td>
<td>4.702</td>
</tr>
<tr>
<td>1975:1</td>
<td>4.688</td>
<td>4.690</td>
<td>4.689</td>
</tr>
<tr>
<td>1975:2</td>
<td>4.679</td>
<td>4.676</td>
<td>4.689</td>
</tr>
<tr>
<td>1975:3</td>
<td>4.670</td>
<td>4.670</td>
<td>4.689</td>
</tr>
<tr>
<td>1976:1</td>
<td>4.668</td>
<td>4.668</td>
<td>4.668</td>
</tr>
<tr>
<td>1976:3</td>
<td>4.670</td>
<td>4.669</td>
<td>4.669</td>
</tr>
<tr>
<td>1977:1</td>
<td>4.674</td>
<td>4.674</td>
<td>4.673</td>
</tr>
<tr>
<td>1977:2</td>
<td>4.677</td>
<td>4.679</td>
<td>4.678</td>
</tr>
<tr>
<td>1977:3</td>
<td>4.681</td>
<td>4.681</td>
<td>4.681</td>
</tr>
<tr>
<td>1978:1</td>
<td>4.695</td>
<td>4.695</td>
<td>4.694</td>
</tr>
<tr>
<td>1978:2</td>
<td>4.705</td>
<td>4.706</td>
<td>4.705</td>
</tr>
<tr>
<td>1978:3</td>
<td>4.718</td>
<td>4.719</td>
<td>4.718</td>
</tr>
<tr>
<td>1978:4</td>
<td>4.733</td>
<td>4.734</td>
<td>4.733</td>
</tr>
<tr>
<td>1979:1</td>
<td>4.750</td>
<td>4.748</td>
<td>4.750</td>
</tr>
<tr>
<td>1979:2</td>
<td>4.766</td>
<td>4.764</td>
<td>4.764</td>
</tr>
<tr>
<td>1979:3</td>
<td>4.782</td>
<td>4.781</td>
<td>4.782</td>
</tr>
<tr>
<td>1979:4</td>
<td>4.794</td>
<td>4.798</td>
<td>4.793</td>
</tr>
<tr>
<td>1980:1</td>
<td>4.802</td>
<td>4.804</td>
<td>4.799</td>
</tr>
<tr>
<td>1980:2</td>
<td>4.803</td>
<td>4.805</td>
<td>4.802</td>
</tr>
<tr>
<td>1980:3</td>
<td>4.796</td>
<td>4.795</td>
<td>4.798</td>
</tr>
<tr>
<td>1980:4</td>
<td>4.783</td>
<td>4.779</td>
<td>4.785</td>
</tr>
<tr>
<td>1981:1</td>
<td>4.764</td>
<td>4.762</td>
<td>4.766</td>
</tr>
<tr>
<td>1981:2</td>
<td>4.744</td>
<td>4.743</td>
<td>4.748</td>
</tr>
<tr>
<td>1981:3</td>
<td>4.722</td>
<td>4.728</td>
<td>4.727</td>
</tr>
<tr>
<td>1981:4</td>
<td>4.710</td>
<td>4.711</td>
<td>4.712</td>
</tr>
</tbody>
</table>

OLS point estimates are given in the first row of Table 2. Notice that the disturbance in (5.2) is heterogeneous and autocorrelated. Therefore OLS is not efficient. Moreover, the estimation of standard errors (SE's) of OLS estimates can be intricate (see the Appendix). "Standard errors," obtained using the standard formula for OLS standard errors and denoted by SE--OLS, are presented in the second row in Table 2. Subsequently, we present consistent estimates of the upper and lower bounds for the standard errors based on straightforward extensions of the results in the Appendix (details can be found in Nijman and Palm 1984). We give the White--Domowitz (1984) estimates for the standard er-
errors (WDO-r), which only take account of nonzero elements on the main diagonal (heteroscedasticity) when \( r = 0 \) and up to a four-period dependence in the disturbance covariance matrix when \( r = 4 \). Upper and lower bounds for the SE’s have been computed for \( r = 4 \). Since the first four decimal points of these bounds equal WDO-4, they have not been reported separately. The SE’s are found to be hardly sensitive to changes in \( r \). More important, it appears that the effect on the SE’s of estimating parameters in the proxies is almost negligible. If this holds true more generally, the computation of SE’s could be greatly simplified.

The following conclusions can be drawn from the results in Table 2. As expected, the estimate of \( \beta_1 \) is negative. It is significantly different from zero when the proxies (a), (b), and (c) are used. The coefficients \( \beta_1 \) and \( \gamma_{11} \) are significant, but \( \gamma_{12} \) is not. The coefficient \( \delta_1 \) is not significant when proxy (a) is used. The algebraic SE’s (SE-OLS) are sometimes larger than the SE’s that account for the impact on the disturbance of using proxies. Instrumental variable (IV) estimates for model (5.2), where the IV’s are \( \Delta d_{t+1}, \Delta d_{t+2}, \Delta d^*, \Delta d^*_{T-1} \), and \( \Delta d^*_{T-2} \), have also been computed. These instruments are more likely to be uncorrelated with \( \epsilon_t + w_t \) than the explanatory variables in (5.2). IV estimates are close to those obtained by OLS, confirming our assumption that the explanatory variables in (5.2) are orthogonal to the disturbance term. When the proxies derived by the CPB are used, \( \beta_1 \) is insignificantly different from zero. Its estimate is small in absolute value. This finding indicates that an error-correction model could hardly have been obtained from an empirical analysis of these data-based approximations for the missing observations.

To validate the model (5.2), one can investigate the response of actual labor demand to a shift in desired labor demand. Error-correction models completely adjust to a step change in the target variable. When the mean lag is 0, they also completely adjust to a trend in the target. The mean lag \( (\delta_1 + \gamma_{11} + \gamma_{12} - 1)\beta_1 \) can be readily estimated from the results in Table 2. For the specifications reported in Table 2, it is much larger than 1. However, the variable \( d^*_T \) is at most locally trending in the sample period, so in this respect, the choice of an error-correction model with a nonzero mean lag may be reasonable for the period 1969–1981.

With the exception of \( \sigma^2 \), consistent estimates are available for all of the parameters of the model (3.1)–(3.7). Notice, however, that a consistent estimate of \( \sigma^2 \) cannot be directly obtained from the residuals of (5.2). When all of the structural parameters in (3.1)–(3.7) have been consistently estimated, the structural form can be used to compute the conditional expectations of the missing observations given the complete system (3.1)–(3.7) and the complete sample information.

### 5.2 Sensitivity Analysis: Measurement Errors

In the previous sections, we concentrated on the implications of missing observations for the empirical analysis. Now we investigate the robustness of our results with respect to the impact of errors of measurement on desired labor demand in (3.1). Assume that the available series is a measurement with error \( d^*_t \) of the desired labor demand \( d^*_t \). Formally, we have

\[
d^*_t = d^* + m_t,
\]

where \( m_t \) is assumed to be independent of the latent desired labor demand \( d^*_t \). To estimate the parameters in (3.1), additional assumptions are needed. One possibility is to assume that \( d^* \) and \( m_t \) are generated by independent ARIMA processes and to check whether the parameters of these processes can be identified from those of the implied process for \( d^*_t \) (on this point see, e.g., Maravall 1979 and Nijman 1985).

The measurements of desired labor demand, \( d^*_t \), are approximately generated by a random walk. Estimation of the
Table 4. The Model for \( d_t^v \)

<table>
<thead>
<tr>
<th>Restrictions</th>
<th>( \hat{\beta}_1 )</th>
<th>( \hat{\theta}_1 )</th>
<th>( \hat{\theta}_2 )</th>
<th>( \hat{\delta} )</th>
<th>( \hat{\sigma}_v^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = \phi = 0 )</td>
<td>-.10</td>
<td>-0.004</td>
<td>3.8 × 10^{-4}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \rho = 0 )</td>
<td>.45</td>
<td>.30</td>
<td>-0.006</td>
<td>3.7 × 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>( \phi = 0 )</td>
<td>.35</td>
<td>-.45</td>
<td>.09</td>
<td>-0.004</td>
<td>3.8 × 10^{-4}</td>
</tr>
</tbody>
</table>

slightly more general IMA(1, 1) model yields

\[
\Delta d_t^v = \delta_t - 0.1\delta_{t-1} - 0.004, \quad (.14) \quad (.003)
\]

\( \Delta^2 = 4.4 \times 10^{-4}. \) \( \quad \) \hspace{0.5cm} (5.4)

Several models for \( d_t^v \) and \( m_t \) are in accordance with the empirical evidence in (5.4). To illustrate this point, consider the models

\[
(1 - \rho L)\Delta d_t^v = \nu_{t1} + c \quad \hspace{0.5cm} (5.5)
\]

and

\[
(1 - \phi L)m_t = \nu_{t2}, \quad \hspace{0.5cm} (5.6)
\]

where \( \nu_{t1} \) and \( \nu_{t2} \) are independent white noise processes with variances \( \mu \sigma_1^2 \) and \( \sigma_2^2 \), respectively.

ML estimation subject to the restrictions (a) \( \rho = \phi = 0 \), (b) \( \rho = 0 \), and (c) \( \phi = 0 \), respectively, yields the results reported in Table 3. The economic implications of the three models are markedly different. The ratio of the variances of \( \Delta d_t^v \) and \( m_t \), \( \mu(1 - \phi^2)(1 - \rho^2)^{-1} \), equals 7.90, 12.64, and 1.80 for the three models, respectively. We write the model for \( d_t^v \) as \( (1 - \rho L)\Delta d_t^v = c + (1 + \theta_1 L + \theta_2 L^2)\nu_t \). The estimates implied by these three models, given in Table 4, are all close to each other and to the estimates reported in (5.4). It is obvious that the data cannot discriminate among the three models (5.5). Such a situation is expected to arise frequently in the presence of unobservables. At present, we are primarily interested in the parameters of (5.2). Therefore we investigate the sensitivity of the parameter estimates of (5.2) with respect to assumptions on \( \rho \) and \( \phi \). Moreover,

![Figure 3. Desired Labor Demand by the Private Sector: Observations and Corrections for Measurement Errors in Millions of Man-Years.](image)

- —, Observations, \( \cdots \), approxs. (5.5) and (5.6), \( \rho = \phi = 0 \); —, approxs. (5.5) and (5.6), \( \rho = 0 \); ---, approxs. (5.5) and (5.6), \( \phi = 0 \).
we compare the results with those obtained in Section 5.1, where we neglected measurement error in \( \delta p \). The expected values of \( \delta p \), given all observations on \( \delta p \), are displayed in Figure 3. Not surprisingly, model (c) implies the largest corrections to measured data.

The parameter estimates of (5.2) for \( \gamma_{12} = 0 \) are given in Table 5. Only the set of proxies (c) described in Section 4.3 is used with a proxy for \( \delta p \) generated by models (a), (b), and (c), respectively. The significance of coefficients is hardly affected by the way in which the measurement errors are treated. The estimate of \( \delta \) substantially increases when the specification (c) is used. Similar conclusions hold true for other versions of (5.2), the results for which are not reported here. Therefore we can conclude that the empirical results of Section 5.1 are fairly robust with respect to the impact of possible measurement errors in \( \delta p \).

## 6. CONCLUSION

In this article we showed how model-based approximations for the missing observations can be obtained and how these approximations can be used as proxies in a subsequent econometric analysis. The information set from which the approximations were derived was gradually extended. Using univariate and bivariate models, we generated proxies for the quarterly total employment, employment in the public sector, and the labor supply in the Netherlands. In the bivariate models we made use of the quarterly observations on unemployment to improve the accuracy of the proxies. This is an extension of interpolation procedures proposed in the literature.

The proxies were substituted in a structural equation for the adjustment of labor demand. The resulting equation was analyzed by methods that take account of the approximation error inherent in the proxies for the missing observations. These methods were subsequently applied to investigate the sensitivity of the empirical findings with respect to the effect of possible measurement errors in the explanatory variable of the adjustment equation for labor demand. Standard errors for the estimated regression coefficients were computed using the methods presented in the Appendix. The effect of estimated parameters in the models for the proxies on the finally reported standard errors was small in this example. It is important for applied work to investigate whether this holds true in general. Finally, the dynamic properties of the labor demand equation were analyzed. The models performed reasonably well.
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## APPENDIX

For simplicity, we assume that \( x \) in (2.1) is observed for all periods \( t \) and is explained by one exogenous variable \( x \); \( \hat{x} \) is linear in \( \theta \), say, \( \hat{x} = x' \theta \); and \( \hat{x} \) is orthogonal to \( u \) in large samples, so ordinary least squares are consistent for (2.3). The error term in (2.3) can be written as

\[
\epsilon_t = \epsilon_{1t} + \epsilon_{2t},
\]

with \( \epsilon_{1t} = u_{1t} + (x_t - \hat{x}_t)\beta \) and \( \epsilon_{2t} = (x_t - \hat{x}_t)\beta = \beta (\theta - \hat{\theta}). \) The large sample variance of the OLS estimator based on the proxy \( \hat{x} \) is given by

\[
\text{var}(\hat{\beta} | \hat{x}) = \text{plim}(x' \hat{x} / T) - 1 \cdot A(x' \hat{x} / T) - 1,
\]

where \( \hat{x} \) is a \( T \times 1 \) column vector with typical element \( \hat{x}_t \). The matrix \( A \) is defined as \( A = A_{11} + A_{12} + A_{21} + A_{22} \), where \( A_{ij} = x' \Omega_j x \) and \( \Omega_j = E u_i u'_j \) (assumed to exist). The effect of estimation of \( \theta \) on the variance of \( \hat{\beta} \) is asymptotically negligible and has to be taken into account.

In many applications, one can obtain \( \Omega_{ij} \) as a function of the parameters of the model and substitute a consistent estimate for these parameters to get a consistent estimate of \( A_{11} \). Alternatively, consider the White and Domowitz (1984) estimator, which reads in our notation as

\[
\hat{A}_{11} = T^{-1} \left[ \sum \hat{a}_t \hat{x}_t^2 + \sum_{t=1}^{T} \sum \hat{a}_{t-1} \hat{x}_{t-1} \hat{x}_t \right]
\]

with \( \hat{a}_t = y_t - \hat{\beta} \hat{x}_t \). Notice that although an estimate of \(\hat{a}_t\) is substituted in (A.3), \( \hat{A}_{11} \) will generally converge to \( A_{11} \) and not to \( A \). Loosely speaking, the estimator \( \hat{A}_{11} \) does not take account of the estimated parameters in the proxy. (For more details, see Nijman and Palm 1984.)

Provided certain regularity conditions are fulfilled, \( A_{22} \) can be consistently estimated by

\[
\hat{A}_{22} = T^{-1} \hat{x}' \hat{x} \hat{V}_p \hat{x} \hat{x} \hat{V}_p \hat{x} \hat{x}
\]

where \( \hat{V}_p \) is a consistent estimate of the asymptotic covariance matrix of \( \sqrt{T} \hat{\theta} \). Estimation of \( A_{12} = A_{21} \) can cause problems. In applied work, one may be satisfied with lower and upper bounds for the asymptotic variance of \( \hat{\beta} \) in (A.2), which can be obtained without estimating \( A_{12} \).

Define

\[
B_{ij} = \text{plim}(x' \hat{x} / T) - 1 \cdot A_{ij}(x' \hat{x} / T) - 1.
\]

The \( B_{ij} \)'s are the large sample variances of the two components of

\[
\hat{\beta} = (x' \hat{x} / T) - 1 (x' u / T + x' u / T)
\]

and the covariance between these components. Using the Cauchy–Schwarz inequality, we have

\[
B_{11} + B_{12} - 2B_{11}^{1/2}B_{12}^{1/2} \leq \text{var}(\sqrt{T} \hat{\beta})
\]

\[
\leq B_{11} + B_{12} + 2B_{11}^{1/2}B_{12}^{1/2}
\]

(A.5)

Consistent estimates of the bounds can be readily obtained
when consistent estimates of $A_{11}$ and $A_{22}$ are available. Alternative ways to compute standard errors and extensions to more general models with missing observations and other types of unobservables can be found in Nijman and Palm (1984), where results on the efficiency of various proxy variable estimates are also given.
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